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Abstract: There are cases in which epistemic rationality seems to con-
flict with practical rationality. Evidentialists such as Parfit, Shah, 
Skorupski and Way deny that there are practical reasons for belief. On 
their view, the only genuine normative reasons for belief are epistemic 
reasons, and so the alleged practical reasons for belief are the wrong 
kind of reasons for belief. But I argue in this paper that the evidential-
ists can still face a genuine dilemma between epistemic and practical 
rationality which cannot be resolved on the grounds that the alleged 
practical reasons for belief are the wrong kind of reasons for belief.  

Keywords: Epistemic rationality; practical rationality; evidentialism; 
the right kind of reasons; the wrong kind of reasons. 

1. Introductory Remarks 

 Epistemic rationality is concerned with what to believe for the sake of 
our epistemic goal, which can be understood as having true beliefs (and 
avoiding false ones). In other words, epistemic rationality is concerned with 
what is the case. By contrast, practical rationality is concerned with what 
to do for realizing what is (practically) desired or desirable. In other words, 
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practical rationality is concerned with what ought to be done. Clearly, it is 
one thing to determine what is the case, and it is quite another thing to do 
what ought to be done. In this sense, epistemic rationality is fundamentally 
different from practical rationality. But there are cases in which epistemic 
rationality seems to conflict with practical rationality. One well-known ex-
ample is this:  

John Doe is suffering from an illness that is usually fatal, but 
believes with deep conviction that he will recover. The fact that 
John has this optimistic belief might actually contribute to his 
recovery. Or at least it might make him more cheerful during his 
dying days, which in turn might ease the pain of others who are 
close to him. In either case it would be a virtue or merit of John’s 
belief that it has the good consequences that it does for himself 
or others. (Firth 1998, 259) 

Suppose that John’s chances of recovery from his illness are 10%. Suppose 
also that if he believes that he will recover from his illness, his chances of 
recovery will thereby increase to 30%. Then it seems that John has a good 
practical (or pragmatic) reason for believing that he will recover.1 But this 
optimistic belief will not change the fact that his chances of recovery are 
still not above 30%. So he has a good epistemic reason for not believing 
that he will recover. Hence, the John Doe case illustrates a situation in 
which epistemic rationality seems to conflict with practical rationality. In 
such a case, what doxastic attitude should John take? 
 According to pragmatism, there are practical reasons for belief. Contem-
porary pragmatism is divided into two camps. On the one hand, there is 
radical pragmatism, which holds that, strictly speaking, only pragmatic rea-
sons can be genuine reasons for belief. Versions of this view have been de-
fended notably by Rinard (2015, 2017, 2019a, 2019b) and Maguire and 
Woods (2020). On the other hand, there is moderate pragmatism, which 
holds that there can be both pragmatic and evidential reasons for belief. 
Versions of this view have been defended by Foley (1992), Reisner (2008, 

                                                 
1  Note that ‘practical reason’ is a more comprehensive expression than ‘pragmatic 
reason’. For example, moral reasons, which are distinct from pragmatic or prudential 
reasons, are also practical reasons rather than epistemic reasons. 
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2009, 2018), McCormick (2014), Leary (2017), and Howard (2020), among 
others. 

In contrast, evidentialism holds that only evidential reasons can be gen-
uine reasons for belief. This view has been defended notably by Parfit 
(2011), Shah (2006), Skorupski (2009, 2010), and Way (2012, 2016, 2017). 
And to reconcile the apparent conflict between epistemic rationality and 
practical rationality, they distinguish between reasons for belief and reasons 
for bringing about belief. Let me quote what they say about this distinction: 

But the question what belief to bring about is distinct from the 
question what to believe. Answering the former question issues in 
an action or intention, and thus is determined by practical con-
siderations, such as whether it would be immoral or imprudent 
to bring about the belief, whereas answering the latter question 
issues in a belief, and thus is determined by reasons which speak 
to the truth of the proposition to be believed. (Shah 2006, 498) 

It helps generally distinguish between reasons to ψ and reasons 
to bring it about that one ψs …. Reasons to believe that your 
partner is telling the truth are one thing; reasons to make yourself 
believe it are another. The first are epistemic reasons; the second 
are practical reasons. You can have practical reason to make 
yourself believe something if you can (e.g., that your partner is 
telling the truth, or that you will survive the dangerous mission) 
when there is in fact no reason for you to believe it. (Skorupski 
2009, 114–115) 

Since our epistemic reasons are related to the truth of what we 
believe, these reasons can also be called object-given. Many people 
assume that we can also have state-given reasons to have certain 
beliefs. Such reasons would be provided by facts that would make 
our having some belief in some way good. It is often claimed, for 
example, that we have such reasons to believe that God exists 
and that we shall have a life after death. These reasons would 
not be epistemic, or truth-related, but goodness-related, or value-
based. Such alleged reasons to have beliefs are sometimes called 
practical or pragmatic. (Parfit 2011, 50–51) 
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According to this solution, the right kind of reasons are simply 
all the reasons there are. Strictly speaking, the wrong kind rea-
sons for attitudes are not reasons for those attitudes, any more 
than fool’s gold is gold. … [I]ncentives for attitudes are not rea-
sons for those attitudes, but are instead reasons to want these 
attitudes and to bring them about. (Way 2012, 492)  

Following Way (2012, 490), we may distinguish between the right and the 
wrong kind of reasons for belief as follows: The right kind of reasons for 
believing that p are reasons that count in favor of the truth of ‘p’. And the 
wrong kind of reasons for believing that p are considerations that somehow 
count in favor of believing that p, but which don’t bear on whether ‘p’ is 
true.2 On the evidentialist view, evidential reasons for belief are the right 
kind of reasons for belief, whereas reasons for bringing about belief are the 
wrong kind of reasons for belief, and the only genuine normative reasons for 
belief are the right kind of reasons for belief.  

With the above view in mind, consider the John Doe case again. In this 
case, the fact that his optimistic belief about his recovery will increase his 
chances of recovery significantly is certainly a practical consideration in 
favor of the belief. But this fact does not give him an epistemic reason for 
the belief, because his chances of recovery are still not above 30%. As a 
consequence, on the evidentialist view, there is no real conflict between 
epistemic and practical rationality for the following reason: John in this 
case has a good epistemic reason for not believing that he will recover, and 
he also have a good practical reason for bringing himself to believe that he 
will recover. But the former is a reason of the right kind for not believing 
that he will recover, and the latter is a reason of the wrong kind for believing 
that he will recover.  

                                                 
2  More generally, the ‘wrong kind of reasons’ for an attitude are the kind of reasons 
that somehow count in favor of the attitude, but which do not bear on the 
correctness of the attitude. Suppose, for example, that an evil demon will extermi-
nate the human race unless we admire him. In this case, we have a practical reason 
to admire the demon, but this reason does not bear on whether the demon is really 
admirable. Reasons of this kind were labeled as the ‘wrong kind of reasons’ by Ra-
binowicz and Rønnow-Rasmussen (2004, 393). 
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I agree with the evidentialists that, strictly speaking, there are no such 
things as practical reasons for belief. Nevertheless, in this paper, I will argue 
that the evidentialists can still face a genuine dilemma between epistemic 
and practical rationality which cannot be resolved on the grounds that the 
alleged practical reasons for belief are the wrong kind of reasons for belief.  

2. The Wrong Kind of Reason for Belief  
and Epistemic-Practical Dilemma 

 In his 2016 paper entitled “Two Arguments for Evidentialism”, Way 
provides an argument against reasoning from pragmatic reasons, which he 
calls “the argument from good reasoning”. This argument is roughly as 
follows:  

Reasons to believe ‘p’ must be premises of good reasoning. It is not good 
reasoning to reason from an incentive for believing ‘p’ to believing ‘p’. 
Therefore, incentives for believing ‘p’ are not good reasons to believe ‘p’.  

According to Way, reasons are supposed to guide us and the way in which 
reasons guide us well is through good reasoning; thus, reasons must be 
premises of good reasoning. In addition, he argues that there is no good 
reasoning from an incentive for believing ‘p’ to believing ‘p’. Consider the 
following form of argument:  

(1)  Believing ‘p’ is practically beneficial to me. Therefore, ‘p’ is true.  

One instance of this form of argument is this: Believing that God exists is 
practically beneficial to me. Therefore, ‘God exists’ is true. Observe that 
any argument of this form is not valid. For some false belief could be prac-
tically beneficial to someone. So I agree with Way that this kind of argu-
ment from an incentive for a belief to the truth of the belief is not good. 
But it is important to notice at this point that (1) is a theoretical argument 
rather than a practical argument.3 And practical reasons must be such that 

                                                 
3  Following Way (2016, 815), I assume here that good reasoning corresponds to 
good arguments. What is important to note in this regard is that any piece of good 
reasoning can be expressed in the form of a good argument.  
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they can serve as premises of good practical reasoning, rather than premises 
of good theoretical reasoning. Therefore, showing that there are no genuine 
practical reasons for belief requires showing that there is no good practical 
reasoning for belief. Accordingly, we need to think about whether there is 
no such practical reasoning.  

Consider the John Doe case again. The first question worth answering 
is whether there is an argument to show that John ought to bring himself 
to believe that he will recover. In this regard, consider the following practi-
cal argument: 

(2)  I ought to promote my survival. Bringing myself to believe that 
I will recover is the only means of achieving this end. Therefore, 
I ought to bring myself to believe that I will recover. 

Note that (2) is an instance of the following typical form of means-end 
reasoning: 

I ought to achieve end E. My doing A is the only means of achieving E. 
Therefore, I ought to do A.  

This is standardly taken to be a valid rule of practical reasoning. Therefore, 
insofar as the two premises of (2) are justifiable, (2) can be considered as 
an argument to show that John ought to bring himself to believe that he 
will recover. The next question then is whether these two premises are jus-
tifiable.  

Here we may assume that one’s survival is a reasonable goal worth pur-
suing. So let us move on to the second premise of (2). Is this premise also 
defensible? What is noteworthy in this context is that the aforementioned 
evidentialists do not deny that it is possible for one to bring about a certain 
belief state by some means or other. So let us assume that John can some-
how bring it about that he believes that he will recover. Let us also assume 
that having this optimistic belief is the only possible chance that he has for 
his recovery. Under these assumptions, the second premise of (2) can also 
be defended. If so, we have a good practical argument to show that John 
ought to bring himself to believe that he will recover. The crucial question 
at this point is whether (2) also provides him with a good reason for believ-
ing that he will recover. According to the evidentialists, the answer is ‘no’. 
As mentioned in the previous section, they distinguish between reasons for 
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belief and reasons for bringing about belief, arguing that the latter are the 
wrong kind of reasons. Therefore, on their view, (2) does not provide John 
with a reason of the right kind for believing that he will recover.  

Unfortunately, however, epistemic rationality can still conflict with 
practical rationality in a way that cannot be resolved on the grounds that 
reasons for bringing about belief are the wrong kind of reasons for belief. 
Consider the John Doe case again. Suppose that his survival is what matters 
the most to him, and so he wants to do everything he can to increase his 
chances of recovery. Suppose also that the fact that his chances of recovery 
improve from 10% to 30% could make a real difference between life and 
death for him. Under these conditions, it can be argued that John has a 
good practical reason for bringing himself to believe that he will recover. 
What is worth recalling at this point is that (2) is a valid practical argument 
and its two premises could be justified.  

Now, suppose that John, as a rational being, wants to comply with what 
practical rationality demands of him. Then, since he has a good practical 
reason for bringing himself to believe that he will recover, we can say: 

(3)  From the practical point of view, John ought to bring it about 
that he believes that he will recover.   

This time, suppose that John, as a rational being, wants to comply with 
what epistemic rationality demands of him. In this case, his chances of re-
covery are low, and so he has a good epistemic reason for not believing that 
he will recover. Accordingly, we may say that he epistemically ought not to 
believe that he will recover. This is tantamount to saying that it epistemi-
cally ought to be the case that he does not believe that he will recover. For 
this reason, if John comes to believe that he will recover, he can be subject 
to epistemic criticism on the grounds that this belief violates epistemic ra-
tionality. As mentioned in section 1, epistemic rationality is concerned with 
what to believe for the sake of our epistemic goal of having true beliefs and 
avoiding false ones. And John’s belief that he will recover is likely to be 
false. Accordingly, what epistemic rationality demands of John is that he 
should not believe that he will recover. And he fails to meet this epistemic 
demand if he brings about this belief. Along these lines, we can argue that 
John can meet what epistemic rationality demands of him only if he does 
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not bring it about that he believes that he will recover. If this is correct, we 
can also say:  

(4)  From the epistemic point of view, John ought not to bring it 
about that he believes that he will recover. 

Here two things are worth pointing out. First, even the evidentialists can 
hardly deny (4). To deny this is tantamount to saying that John is allowed 
to bring it about that he believes that he will recover. But as argued above, 
John can meet what epistemic rationality demands of him only if he does 
not bring about this belief. Second, the reason for John not to bring about 
this belief is not a reason of the wrong kind in the sense that it is directly 
relevant to meeting what epistemic rationality demands of him, instead of 
what practical rationality demands of him. Let me explain. As mentioned 
in section 1, reasons of the wrong kind for believing that p are considerations 
that somehow count in favor of believing that p, but which don’t bear on 
whether ‘p’ is true. So we can say that if there is a consideration that counts 
against believing that p, and which doesn’t bear on whether ‘p’ is true, then 
that consideration is a reason of the wrong kind for not believing that p. 
But in the John Doe case under consideration, John can meet what epis-
temic rationality demands of him only if he does not bring it about that he 
believes that he will recover. In other words, if John brings about this belief, 
he fails to meet what epistemic rationality demands of him. This implies 
that whether he brings about this belief is directly relevant to whether he 
meets what epistemic rationality demands of him. If this is correct, the 
reason for not bringing about this belief is not a reason of the wrong kind 
in the sense that it is directly relevant to meeting what epistemic rationality 
demands of him, instead of what practical rationality demands of him. To 
put the point another way, the reason for not bringing about this belief 
bears on whether or not this belief is true. Hence, even the evidentialists 
can hardly deny (4) just on the grounds that the reason for John not to 
bring about this belief is a reason of the wrong kind. 

In sum, John can meet what practical rationality demands of him by 
bringing about the optimistic belief, and he also can meet what epistemic 
rationality demands of him by not bringing about this epistemically unjus-
tified belief. Hence, what epistemic rationality demands of John conflicts 
with what practical rationality demands of him. What then should he  
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believe or do? Clearly, the aforementioned evidentialist claim, namely that 
reasons for bringing about belief are the wrong kind of reasons for belief, is 
not of much help in answering this question. What is worth emphasizing in 
this regard is that (2) can be a sound practical argument, so that John can 
have a practical reason of the right kind for bringing about the belief that 
he will recover. And if he complies with what practical rationality demands 
of him, then he thereby fails to comply with what epistemic rationality 
demands of him. One more thing worth pointing out here is that this kind 
of conflict between epistemic and practical rationality is compatible with 
the aforementioned reasoning view, according to which reasons, at least 
primarily, serve as premises of good reasoning. 

3. A Genuine Dilemma for Evidentialism 

 As argued in the previous section, in the John Doe case, John can meet 
what epistemic rationality demands of him by not bringing it about that he 
believes that he will recover, and he also can meet what practical rationality 
demands of him by bringing about this belief. Accordingly, what epistemic 
rationality demands of John conflicts with what practical rationality de-
mands of him. And as I will argue in the remainder of this paper, the evi-
dentialists cannot resolve this dilemma in a principled way. 
 Suppose, for reductio, that they could resolve this dilemma in a princi-
pled way. Then there are two possibilities. One possibility is that it is the 
right thing for John not to bring himself to believe that he will recover, all 
things considered. The other possibility is that it is the right thing for John 
to bring about this belief, all things considered.  

Let us begin by considering the first possibility. To say that this possi-
bility is the case is tantamount to saying that epistemic rationality overrides 
practical rationality when they conflict with each other. Then we can make 
the following claim: 

(5)  John’s epistemic reason for not believing that he will recover 
overrides his practical reason for bringing about this belief.  

But the evidentialists can hardly defend this claim. Let me explain. 
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To begin with, as pointed out in section 1, epistemic rationality is con-
cerned with believing what is true, whereas practical rationality is con-
cerned with bringing about what is (practically) desired or desirable. 
Clearly, it is one thing to determine what is the case, and it is quite another 
thing to do what ought to be done. In this sense, epistemic rationality is 
fundamentally different from practical rationality. 

In addition, if John believes that he will recover, then this belief plays 
dual roles. On the one hand, it is a belief whose content can be either true 
or false. On the other hand, it is also a condition necessary for promoting 
his survival, which is a practical goal that he can hardly give up. And this 
latter role requires John to bring about a state necessary for promoting his 
survival, and this state happens to be a certain belief state. So it is a con-
tingent fact about John that this belief plays these dual roles. And epistemic 
rationality is concerned with the first role, and practical rationality is con-
cerned with the second role.  

Moreover, an exceptional case like the John Doe case is not a reason to 
revise our present epistemic or practical norms. Let me elaborate on this 
point a bit further. 

As pointed out before, it is one thing to make an epistemic evaluation 
of whether or not a certain belief is true, and it is another thing to make a 
practical evaluation of whether a certain action is required for realizing 
what is desired or desirable. And we make such an epistemic evaluation in 
terms of our epistemic norms, and such a practical evaluation in terms of 
our practical norms. Another important thing to note is that our epistemic 
norms are primarily intersubjective norms, which have normative force for 
us in our social practice of demanding justification and responding to such 
demands. For example, our beliefs are bound by modus ponens. So, if you 
believe not only that if p then q, but also that p, and if you care whether q, 
then you ought to believe that q. Of course, someone can believe in a way 
that violates some epistemic norms such as modus ponens. But such a per-
son can be subject to rational criticism on the grounds that he or she vio-
lates an epistemic norm of rationality. A similar point can be made about 
our practical norms. Our practical norms are primarily intersubjective 
norms, which have normative force for us in our social practice of justifica-
tion. For example, our actions are bound by the following means-end  
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reasoning: If you ought to achieve end E, and if doing A is a means implied 
by your achievement of E, then you ought to do A. Again, someone can act 
in a way that violates some practical norms such as means-end reasoning. 
But such a person can be subject to rational criticism on the grounds that 
he or she violates a practical norm of rationality. 

As mentioned before, John’s belief that he will recover plays dual roles: 
a belief whose content can be either true or false, and a condition necessary 
for promoting his survival. And epistemic rationality is concerned with the 
first role, and practical rationality is concerned with the second role. Ac-
cordingly, the first role is evaluated in terms of our epistemic norms, and 
the second role is evaluated in terms of our practical norms. Now observe 
that, on the basis of our present epistemic norms, we can judge that John 
epistemically ought not to bring it about that he believes that he will re-
cover, and also that, on the basis of our present practical norms, we can 
judge that he practically ought to bring about this belief. At this point, 
three things are worth pointing out. First, the former judgment is concerned 
with the aforementioned first role of John’s belief, and the latter judgment 
is concerned with the aforementioned second role of this belief. Second, 
there is nothing wrong with these judgments. Third, an optimistic but im-
probable belief could be practically beneficial to someone, and there is no 
mystery about this familiar fact. Therefore, an exceptional case like the 
John Doe case is not a reason to revise our present epistemic or practical 
norms. 

In addition to the above reasons, the view that epistemic rationality 
overrides practical rationality has a very implausible consequence. If this 
view is correct, then it ought to be the case that John does not believe that 
he will recover, all things considered. Then it should be the case that the 
evidentialists can rationally demand (or advise) of John that he not bring 
it about that he believes that he will recover. But this is tantamount to 
demanding that he give up his efforts for promoting his survival by holding 
the optimistic belief that he will recover. And it can be argued that nobody 
has the right to demand that one give up one’s efforts to survive, at least 
insofar as those efforts do not infringe anyone’s rights.  

Suppose that John’s survival is what matters the most to him, and so 
he is willing to do everything he can to survive. Suppose also that his  
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optimistic belief that he will recover could make a crucial difference for his 
survival. To put it another way, the fact that his chances of recovery im-
prove from 10% to 30% could make a real difference between life and death 
for him. As a consequence, if John survived his illness (because of this op-
timistic belief), he could argue that, if he did not hold this belief, he could 
not have survived. Suppose further that John could somehow bring about 
this optimistic belief. Under these conditions, (2) can be a sound argument 
for John. 

(2)  I ought to promote my survival. Bringing myself to believe that 
I will recover is the only means of achieving this end. Therefore, 
I ought to bring myself to believe that I will recover. 

Let us also assume that John’s efforts to survive do not infringe anyone’s 
rights. In such a case, we can say that it is practically rational for John to 
bring it about that he believes that he will recover. And we can hardly 
argue that he ought to give up his efforts to survive, just on the grounds 
that the chances of his recovery are low. What is worth considering in this 
context is Kant’s claim that practical reason has primacy over theoretical 
reason. He says: 

Thus, in the union of pure speculative with pure practical reason 
in one cognition, the latter has primacy, assuming that this union 
is not contingent and discretionary but based a priori on reason 
itself and therefore necessary. … But one cannot require pure 
practical reason to be subordinate to speculate reason and so re-
verse the order, since all interest is ultimately practical and even 
that of speculative reason is only conditional and is complete in 
practical use alone. (Kant 1996, 5:121) 

[I]n the end all the effort of our faculties is directed to what is 
practical and must be united in it as their goal. (Kant 2000, 
5:206) 

On Kant’s view, thus, all interest is ultimately practical, and in the end all 
the effort of our faculties is directed to what is practical. Therefore, insofar 
as theoretical reason has an interest, this interest must be ultimately prac-
tical. Let me elaborate on this point a bit further. 
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 As mentioned before, epistemic rationality is concerned with our epis-
temic goal of having true beliefs (and avoiding false ones). So we may say 
that the interest of theoretical reason consists in having true beliefs. But 
one important question arises here: why should we be interested in having 
true beliefs in the first place? One plausible answer might be that we need 
true beliefs about the world in order to make rational decisions for our 
ultimate practical goal, such as our survival and well-being or the Kingdom 
of Ends. Note that all living animals need correct information about the 
world necessary for their survival and well-being. We are no exception. One 
important difference between mere animals and us is that we can engage in 
theoretical reasoning in order to obtain true beliefs about the world. In 
other words, unlike mere animals, we are rational beings whose beliefs are 
bound by epistemic norms of rationality. But notice that such epistemic 
norms would be pointless to us, if they are of no use for us to make rational 
decisions for our ultimate practical goal. To put the point another way, we 
can hardly enforce such epistemic norms on people if those norms are useless 
or even detrimental for their survival and well-being. Along these lines, we 
may argue that the reason why we should be interested in theoretical reason 
(or our epistemic goal of having true beliefs and avoiding false ones) is that 
we need true beliefs about the world in order to make rational decisions for 
our ultimate practical goal. It is in this sense that practical reason has 
primacy over theoretical reason. If these considerations are on the right 
lines, it is very unlikely that epistemic rationality overrides practical ration-
ality when they conflict with each other. 

Let us now turn to the second possibility, namely, that it is the right 
thing for John to bring about the belief that he will recover, all things 
considered. If this possibility is the case, the evidentialists can rationally 
demand (or advise) of John that he bring it about that he believes that he 
will recover. As I argue below, however, there are important reasons to 
think that they also can hardly make this demand.  

The first reason is concerned with the ought-implies-can principle. As 
Kant (1998, A807/B835) insists, ‘ought’ implies ‘can’. The most important 
theoretical rationale for this ought-implies-can principle is that it is point-
less to demand of any person that they do what they are unable to do. The 
question then is whether John can bring it about the belief that he will 
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recover. Recall that the chances of his recovery are low. And insofar as he 
is well aware of this fact, he can hardly believe that he will recover. In this 
context, it is important to note that beliefs are not actions but mental 
states. An action is essentially something one can do on purpose. In con-
trast, a mental state is what occurs in a person’s mind, rather than some-
thing one does on purpose. So, although you may decide to perform a cer-
tain action, you cannot directly decide to make a mental state occur in your 
mind. In other words, it is not under your direct volitional control to make 
a certain mental state occur in your mind.4 For this reason, if you believe 
that there are good reasons for the truth of ‘p’, then, under normal circum-
stances, you are thereby disposed to believe that p. For example, if you 
believe that ‘p’ follows by modus ponens from things you firmly believe, 
you are thereby disposed to believe that p. Therefore, at least under normal 
circumstances, we do not form beliefs directly by willing to believe them. 
This is why John can hardly believe that he will recover just by intending 
to believe it, especially in the face of strong evidence against it. Hence, in 
order to bring about the belief that he will recover, he needs to ignore 
evidence against this belief. To put the point another way, he needs to 
engage in self-deception on this matter. But the problem is that engaging 
in self-deception is not something that one can normally do on purpose. 
What is noteworthy in this regard is that John is confronted with a di-
lemma, when he intends to ignore evidence against his belief that he will 
recover. Insofar as he does not forget that he needs to engage in self-decep-
tion so as to form and maintain this optimistic belief, he is (implicitly) 
aware that he is unlikely to recover. Under this condition, he can hardly 
succeed in really believing that he will recover. If he somehow forgets that 
he is engaging in self-deception so as to maintain this belief, then he is very 
likely to lose this belief as soon as he is again confronted with the compelling 
evidence against it. Therefore, self-deception of this sort tends to be very 
unstable. If, however, engaging in self-deception is not something that John 
can normally do on purpose, the evidentialists can hardly demand that he 
bring about the belief that he will recover through self-deception. To put 
the point another way, John can refuse this demand on the grounds that 
he can hardly meet this demand. 
                                                 
4  For a more detailed discussion of this point, see Sellars, 1967, esp. 74.  
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The second and related reason against the second possibility is that if 
one holds a false belief by engaging in self-deception, then one can be more 
vulnerable to making wrong moral or other decisions on the basis of this 
false belief. Let me explain. 

There are cases in which deceiving a person could bring about good 
results for him. But this does not show that in such a case it is rationally 
permissible to deceive him. It is important to observe at this point that 
what one believes can serve as reasons for moral or other decisions. And we 
can hardly rule out the possibility that the deceived person could make a 
wrong decision on the basis of the false belief. In a similar vein, there are 
cases in which engaging in self-deception could bring about good results. 
But this does not show that in such a case it is rationally permissible to 
deceive oneself. For one thing, if one holds a false belief through self-decep-
tion, then one can be more vulnerable to making wrong moral or other 
decisions on the basis of this false belief. For example, if John believes that 
he will recover through self-deception, he may miss the opportunity to ad-
dress personal matters before his potential passing, such as settling debts 
and ensuring the well-being of his children in his absence. Besides, if he will 
not recover, perhaps he would be better off accepting this fact and spending 
his remaining days as meaningful as he can.  

Now suppose that John refuses to engage in self-deception because he 
does not want to compromise his own moral or intellectual integrity, and 
also because he wants to spend his remaining days as meaningful as he can, 
while fully understanding his real situation. In such a case, we can hardly 
say that he deserves criticism or blame. Especially, from the evidentialist 
perspective, there is nothing wrong with John’s decision not to bring about 
the belief that he will recover. If this is correct, the evidentialists can hardly 
argue that John ought, all things considered, to bring it about that he be-
lieves that he will recover. 

There is one more thing worth considering here. As pointed out before, 
practical reason has primacy over theoretical reason in the sense that we 
need true beliefs in order to make rational decisions for our ultimate prac-
tical goal. But the primacy of practical reason in this sense does not imply 
that whether or not a belief is true is affected by our ultimate practical 
goal. Insofar as we need to make rational decisions on the basis of true 
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beliefs, we have to evaluate whether or not a relevant belief is true on the 
basis of our epistemic norms. And as emphasized before, it is one thing to 
determine on the basis of our epistemic norms whether a belief is true, and 
it is quite another thing to determine on the basis of practical norms 
whether one ought to realize a certain state of affairs. Furthermore, recall 
that the evidentialists deny that there are practical reasons for belief. Thus, 
our epistemic judgment of whether ‘p’ is true or not is not the kind of thing 
which can be defeated by any practical consideration. For example, the fact 
that John Doe has a practical reason for bringing about the belief that he 
will recover has no effect on the fact that he is not epistemically justified in 
holding the belief. Therefore, although practical reason has primacy over 
theoretical reason in the sense that we need true beliefs in order to make 
rational decisions for our ultimate practical goal, epistemic reasons for belief 
are not such that they can be defeated by any practical reasons.  

In sum, the evidentialists can hardly demand that John not bring it about 
that he believes that he will recover, because nobody has the right to demand 
that one give up one’s efforts to survive, at least insofar as those efforts do 
not infringe anyone’s rights. In addition, they can hardly demand that John 
bring himself to believe that he will recover, either, because he can rightly 
refuse this demand on the grounds that this belief is not epistemically justified 
and he wants to spend his remaining days as meaningfully as he can, while 
fully understanding his real situation. Hence, the evidentialists cannot resolve 
this kind of epistemic-practical dilemma in a principled way.  

4. Concluding Remarks 

 The evidentialists deny that there are practical reasons for belief. On 
their view, the only genuine normative reasons for belief are epistemic rea-
sons, and so the alleged practical reasons for belief are the wrong kind of 
reasons for belief. But if the arguments presented in this paper hold, they 
can still face a genuine dilemma between epistemic and practical rationality 
which cannot be resolved on the grounds that the alleged practical reasons 
for belief are the wrong kind of reasons for belief.  

I argued for the above claim by focusing on the John Doe case. In this 
case, John’s belief that he will recover is likely to be false, and so it is not 
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epistemically justified. Therefore, we may say that from the epistemic point 
of view, John ought not to believe that he will recover. This, in turn, re-
quires him not to bring it about that he believes that he will recover. The 
reason is clear. If he does so, he thereby fails to comply with what epistemic 
rationality demands of him. By contrast, if John believes that he will re-
cover, this optimistic belief increases his chances of recovery significantly. 
Therefore, we may also say that from the practical point of view, John 
ought to bring about this belief. Hence, what epistemic rationality demands 
of John conflicts with what practical rationality demands of him. And the 
evidentialists cannot resolve this conflict in a principled way. 

To begin, the evidentialists can hardly demand that John not bring it 
about that he believes that he will recover. To demand that he not do so is 
tantamount to demanding that he give up his efforts for promoting his 
survival by holding the optimistic belief that he will recover. But nobody 
has the right to demand that one give up one’s efforts to survive, at least 
insofar as those efforts do not infringe anyone’s rights. And one’s right to 
survive is not overridden by the claim that reasons for bringing about belief 
are the wrong kind of reasons for belief. 

In addition, the evidentialists can hardly demand that John bring it 
about that he believes that he will recover, either. Recall that John can 
rightly refuse this demand on the grounds that this belief is not epistemi-
cally justified, and he wants to spend his remaining days as meaningfully 
as he can, while fully understanding his real situation. Recall also that, at 
least from the evidentialist perspective, epistemic rationality is not overrid-
den by practical rationality, and so there is nothing wrong with this refusal.  

If the above considerations are correct, the evidentialists can still face a 
genuine dilemma between epistemic and practical rationality which cannot 
be resolved on the grounds that the alleged practical reasons for belief are 
the wrong kind of reasons for belief. And insofar as they are right about the 
claim that epistemic rationality is not overridden by practical rationality, 
all of us can face such a genuine dilemma which cannot be resolved in a 
principled way.  
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Abstract: The aim of this paper is twofold: first to explicate how 
Riemann’s philosophy of geometry is organized around the concept 
of manifold. Second, to argue that Riemann’s philosophy of geometry 
does not dismiss Kant’s spatial intuition. To this end, first I analyse 
Riemann’s Habilitationsvortrag with respect to interaction between 
philosophical, mathematical and physical perspectives. Then I will 
argue that although Riemann had no particular commitment to the 
truth of Euclidean geometry his alternative geometry does not nec-
essarily dismiss Kant’s spatial intuition.  
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geometries. 

1. Introduction 

 Although Georg Friedrich Bernhard Riemann’s greatness in mathematics 
has been well acknowledged, and the importance and implications of his ge-
ometry studied widely by philosophers, the same does not seem to be true of 
his philosophy of geometry. In part, this paper is motivated by this very fact. 
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In his Habilitationsvortrag of 1854, Riemann sets aside the usual approaches 
that had been taken until then, and instead tries out new ideas and ap-
proaches. Riemann wanted to depict nature from the perspective of its inner 
structures and one aspect of this endeavour entailed questioning the nature 
of space and geometry from heterogeneous points of view, such as mathemat-
ics, physics, and philosophy.1 Riemann thought that while Euclidean geome-
try made an interesting proposal for the construction of a theory of space, 
there was in fact no a priori connection between the concept of space and the 
axioms of Euclidean geometry. He argued, then, that the fundamental con-
cepts central to Euclidean geometry do not have to be part of every system 
of geometry imaginable. That is, the fundamental concepts of Euclidean ge-
ometry should not be thought of as necessary for the construction of all pos-
sible systems of geometry. In order to reach these conclusions about Euclidean 
geometry, and in order to introduce new concepts, it was necessary for Rie-
mann to engage in the activity of conceptual clarification. The fundamental 
new concept he introduced was the concept of manifold. Describing this no-
tion, Riemann explicitly refers to Johann Fredrich Herbart and Carl Fredrich 
Gauss. Since Herbart and Gauss were very critical of Kant’s philosophy of 
geometry, Riemannunder their influencealso makes critical remarks 
about Kant’s philosophy of geometry. However, in this paper I will argue that 
Riemann’s alternative geometry does not necessarily dismiss Kant’s spatial 
intuition. 

2. The Architecture of Habilitationsvortrag of 1854 

 Riemann discusses the problem of what he calls ‘multiply extended 
magnitude’ in his famous lecture ‘On the Hypotheses Which Lie at the 

                                                 
1  Riemann gives a hint about his research project in an undated note ‘My principal 
task is a new interpretation of the well laws of nature-their expression by means of 
other fundamental concepts-that would make possible the utilization of experimental 
data on the interaction of heat, light, magnetism, and electiricity for the investiga-
tion of their correlations’. For an exposition of Riemann’s philosophy of nature see 
Bottazzini & Tazzioli (1995). 
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Foundation of Geometry’. Riemann’s introduction clearly shows that he 
saw himself involved in a philosophical as well as mathematical enterprise: 

It is well known that geometry presupposes not only the concept 
of space but also the first fundamental notions for constructions 
in space as given in advance. It gives only nominal definitions for 
them, while the essential means of determining them appear in 
the form of axioms. The relation of these presuppositions is left 
in the dark; one sees neither whether nor in how far their connec-
tion is necessary, nor a priori whether it is possible. (1929/1959, 
411) 

Riemann claims that throughout history neither mathematicians nor phi-
losophers shed light on the ‘darkness’ that lies at the foundations of geom-
etry. In this regard, he thought that the reasons for this ambiguity lied in 
the fact that the general concept of multiply extended magnitudes had not 
been investigated, and that the ideas that properties depend on shape and 
that metrical properties depend on measure had not yet been properly sep-
arated. Accordingly, Riemann set himself two tasks: The first (a philosoph-
ical task) was to define a manifold extension. The second (an empirical 
task) was to give definitions of intrinsic curvature and measure determined 
from within extension. For the second he was indebted to Gauss, and the 
first to Herbart. Riemann neatly divides Habilatitionsvortrag into three 
parts, and as such one must analyse it in accordance with its philosophical, 
mathematical, and physical characteristics. 

2.1. Philosophy in Habilitationsvortrag 

 Riemann introduced certain new and fruitful concepts into the discus-
sion about geometry and space. For example, the discrete and continuous 
structure of space and the problem of measurement related to it; intrinsic 
features of space (that is those features that could only be determined 
without considering the fact that space is embedded in a higher-dimen-
sional space) and extrinsic features (that are properties of this embed-
ding); the problem of metric; and intrinsic and extrinsic metric. All of 
these new concepts imply a new vision for geometry; however, the concept 
of manifold stands at the centre of Riemann’s new understanding of the 
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subject.2 By means of this notion, Riemann developed a new ontology of 
space. His concept of manifold pre-exists in an epistemic sense and it is 
logically prior to the concept of space (Gray in Laugwitz 1999, 235; Scholz 
1992, 23). Riemann’s main concern was construction of space, rather than 
construction in space. Riemann reasons as follows: Take a concept from any 
field of investigation, then think of a concept ‘whose mode of determination 
varies continuously’; if one proceeds in ‘a well determined way’ from one 
mode to another, one gets a simply extended manifold. If one proceeds to 
pass over from each point of a manifold to another this procedure will result 
in two-dimensional (doubly extended) manifold. If we continue this proce-
dure from two-dimensional manifold to another we will get to a triply ex-
tended manifold. Here it is important to note that in the one-dimensional 
case we can only move in one direction: forwards and backwards. So, in 
order to define motion on two-dimensional manifolds (i.e. surfaces), we have 
to speak of two different directions; in the case of three-dimensional mani-

                                                 
2  Before Riemann, Kant had also used the concept of manifold in Prolegomena, 
Metaphysical Foundations of Natural Science, and Critique of Pure Reason. In this 
sense it can be argued that Riemann owes this concept to Kant (Plotnitsky 2009, 
112). However, Ferreiros (2004, 4) argues that Riemann owes the term manifold to 
his teacher Gauss. I agree with Ferreiros’ interpretatation. In the beginning of Ha-
bilatitionsvortrag, Riemann refers to Gauss’ studies of biquadratic residues in the 
1832 announcement of that paper, and his 1849 proof of the fundamental theorem 
of algebra. All of these works are related to complex numbers (Nowak 1989, 27, 
Ferreiros 2007, 44). Gauss speaks of ‘a manifold of two dimensions’ in his interpre-
tation of complex numbers. Gauss understands ‘manifold’ as nothing but system of 
objects connected with relations. These relations have some interconnections and 
properties that determine the dimensionality of manifold. Hence, Gauss wants to 
pay attention to properties by means of which it would be possible to consider a 
physical system as a two-dimensional manifold (Ferreiros 2007, 44). Gauss makes 
use of geometric language in a non-geometric context. Separating possibility of mat-
hematics based on abstract spatial concepts from a constrained approach derived 
from perception, he discusses the geometry of the complex numbers (Nowak 1989, 
27). More importantly, he talks about continua of n-tuples of numbers. He takes 
points of a plane determined by the coordinates t, u, and introduced an algebraic 
structure of complex numbers. Similarly, Riemann was to introduce real n-tuples 
and to investigate a ‘metric structure’ (Laugwitz 1999, 226). 
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fold (space), three different directions. 𝑛𝑛-dimensional manifolds can be un-
derstood in a similar way (i.e., where we can move in 𝑛𝑛 different directions). 
So, we can simply say that a manifold is constructed in the relation between 
‘a variable object’ and its capability of taking different states (‘forms or 
modes of determinations’); these different states comprise the ‘points’ of 
manifold.3 Riemann coined the term “Mannigfaltigkeit” to describe a set 
where “Bestimmungsweisen” (“ways of determination”) constitute its in-
stances or specializations. There are various interpretations of Riemann’s 
concept. For instance, one could consider the permitted singularities within 
a “Mannigfaltigkeit”. Riemann illustrated his idea using the set of colours, 
suggesting it possessed three dimensions. Additionally, he referred to a “Rie-
mann” surface as a mathematical example. 
 In contemporary language, concept of manifold should be understood as 
a set characterized by 𝑛𝑛 -tuples of real numbers. However, no formal defi-
nition is provided at the beginning of the Habilitationsvortrag (Ohshika 
2017, 300). Hermann Weyl provides examples of manifolds, illustrating that 
the distinct conditions of equilibrium of an ideal gas, characterized by two 
independent variables like pressure and temperature, constitute a two-di-
mensional manifold. Similarly, the points on a sphere, or the system of pure 
tones described in terms of intensity and pitch, represent other examples. 
Additionally, based on physiological theory, which posits that colour sensa-
tion is influenced by three chemical processes occurring on the retina—
black-white, red-green, and yellow-blue—each with specific directions and 
intensities, colours form a three-dimensional manifold in terms of quality 
                                                 
3  Ohshika (2017, 295) underlines that the concept of manifold stands as a crucial 
cornerstone in modern geometry, and even in contemporary mathematics as a whole. 
Its inception is commonly attributed to Riemann, with the term “Mannigfaltigkeit,” 
translated into English as “manifold,” making its debut in Riemann's renowned Ha-
bilitationsvortrag. He also explains that while “manifold” is the most common tran-
slation, alternative English renderings like “multiplicity” or “variety” can be found 
in literature. Furthermore, he adds that, “Mannigfaltigkeit” had been used in non-
mathematical contexts prior to Riemann's work, including a poem by Schiller titled 
“Mannigfaltigkeit.” To explore the inception, elaboration, and evolution of the ma-
nifold concept, beginning with Riemann’s Habilitationsvortrag, refer to (Ohshika, 
2017). Alternatively, for an examination of the historical trajectory of the manifold 
concept from Grassmann through Riemann to Husserl, see Morales (2019). 
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and intensity. However, colour qualities alone form a two-dimensional man-
ifold. Weyl highlights that the defining feature of an 𝑛𝑛-dimensional manifold 
is that every element within it (whether individual points, gas conditions, 
colours, or tones) can be precisely described by providing 𝑛𝑛 quantities, re-
ferred to as “coordinates,” which are continuous functions within the man-
ifold (1922, 84). The concept of manifolds hints at the prospect of concep-
tualizing and potentially defining a space based on its relationships with 
other spaces (Plotnisky 2017, 350). In the definition of an 𝑛𝑛-fold extended 
manifold it is crucial to note that 𝑛𝑛 represents the count of independent 
directions available for movement and that manifold concept is related with 
local uniqueness of the way connecting two points. 
 Riemann’s philosophical concerns had already appeared before Habilita-
tionsvortrag, when he felt the need to outline a new approach to geometry 
(Scholz, 1982). This new approach was philosophical in character and 
Herbartian in spirit. Although there is little agreement concerning exactly 
to what extent Herbart influenced Riemann, in its main aspects Riemann’s 
view of mathematics benefits from a comparison with certain points of 
Herbart’s philosophy4. Riemann’s published works contain philosophical 
fragments that shed some light upon his reflections about science and which 
provide evidence that Riemann was strongly influenced by Herbart. Specif-
ically, Erhard Scholz’s (1982) essay contains extracts from Riemann’s 
Nachlass that indicate that mathematics from Riemann’s point of view and 
philosophy as seen by Herbart share some fundamental similarities. Rie-
mann’s selections of passages from texts by Herbart suggest that he was 
particularly interested in the problem of change and the structure of reality. 
Herbart differentiates appearance and reality. In Herbart’s view, experience 
shows us properties and bundles of properties, while the underlying reality 
must be searched for within the things to which properties are ascribed. 
This distinction between the phenomena and a more stable underlying re-
ality, and an investigation of the relationship between them, is essential in 
Riemann’s own reflections about the epistemology of science. Based on 
Herbart’s distinction between changing phenomena and underlying reality, 
Riemann constructs his methodology of science. However, Herbart’s idea of 
                                                 
4  See Russell (1956), Torretti (1978), Scholz (1982), Ferreiros (2007), Banks 
(2005), and Werner (2010). 
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the advancement of knowledge is modified by Riemann. While Herbart 
seems to explain the process of knowledge in metaphysical way, Riemann’s 
modified view is closer to a form of scientific research. 

2.2. Herbart on Space(s), Avoiding a priorism,  
and Orientation of Mathematical Research 

 Herbart treats the Kantian understanding of space and time as ‘a com-
pletely shallow, meaningless, and inappropriate [völlig gehaltlose, 
nichtssagende, unpassende] hypothesis’; that is, as naming them ‘inborn’ 
and ‘empty containers’ (Scholz 1982, 421). According to Herbart, spatial 
concepts are no different from all other concepts, which serve as ‘forms of 
experience’.5 Like all concepts, the origin of spatial concepts is found in 
experience. Yet, through philosophical and scientific thinking we give to 
shape spatial concepts. Space and time are departures from which Herbart 
produces more broad ‘continuous serial forms’ (continuierliche Reihen-
formen). Herbart sees things as ‘bundles of properties’, so for him any prop-
erty can be considered a ‘qualitative continuum’. Thus, for Herbart contin-
uous serial forms mean a pure flux of instantaneous, space-less sensations 
that undergo dynamical, reciprocal changes among themselves. Herbart’s 
main examples are the ‘line of sound’ and a coloured triangle with blue, red, 
and the yellow at the corners and mixed colours in the two-dimensional 
continuum in between.6 The basic idea of continuous serial forms is to trans-
fer spatial concepts into a non-geometric context. It seems likely that 
Herbart’s theory of Serial forms (Reihenformen) was stimulating for Rie-
mann, and played a role in the formation of the concept of manifold. In 
Habilitationsvortrag, Riemann, mentioning colour when talking about con-
tinuous positions in space, and using the word ‘transition’ between modes 
of determination when introducing concept of manifold, evokes a Herbartian 

                                                 
5  In this sense it can be argued that for Herbart spatial concepts are like Kant’s 
space and time as pure forms of intuition.  
6  In this context, it is possible to refer to some important works on a “space of 
colour” accomplished during the 18th and 19th centuries by Johann Wolfgang 
von Goethe and Philipp Otto Runge. See Barsan & Merticariu (2016). 
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construction of extended magnitude by means of continuous transitions be-
tween qualities (Banks 2005, 228; Scholz 1982, 422).7 
 Based on his theory of psychological space, Herbart wanted to discuss 
space with respect to the difference between intelligible and phenomenal 
space. The quote from Herbart below is very similar to something Riemann 
says in the beginning of the Habilitationsvortrag: 

Geometry assumes space as given; and it makes its constituents, 
lines and angles, through construction. But for the simple es-
sences (and natural philosophy must be reduced to them in order 
to find solid ground of the real) no space is given. It together with 
all its determinations must be produced. The standpoint of ge-
ometry is too low for metaphysics. Metaphysics must first make 
clear the possibility and validity of geometry before she can make 
use of it. This transpires in the construction of intelligible space. 
(Herbart in Lenoir 2006, 152) 

                                                 
7  Riemann prefers continuous manifolds over discrete manifolds. About the reasons for 
this preference see Laugwitz (1999, 307–308), who argues that continuous manifolds de-
rive their existential quality from the realm of the conceptual. On the other hand, Ferre-
iros (2007, 58) holds the view that continuous manifolds are firm basis for the generali-
zation of Gauss’ differential geometry. Riemann’s preference also seems to be compatible 
with an understanding of Herbart’s philosophical speculations. Riemann seems to suggest 
a Herbartian construction of extended magnitude by means of a continuous transition 
between qualities (Banks 2005, 228). According to Scholz (1992, 22), since analyzing the 
concept of the continuity came after the emergence of formal definitions of real numbers 
and the formulation of set theoretical ideas, his preference must be interpreted in an 
‘intuitive sense’. Russell (1956, 14) on the contrary claims that Riemann prefers the 
discrete above the continuous. In opposition to Russel’s claim, Torretti (1978, 108) argues 
that ‘I do not know what Russell had in mind when he spoke of “Herbart’s his general 
preference for the discrete above the continuous”, so that I cannot judge wherein such 
preference shows up in Riemann’s writings’. I think Torretti is right on this since we see 
clear evidence when Riemann explicitly stresses the importance of the continuous over 
the discrete. In Habilatitionsvortrag there are a number of places in which Riemann 
stresses this point. He particularly underlines that we can find many examples for discrete 
manifolds, whereas continuous manifolds are rare. Yet, the latter shapes the field of higher 
mathematics in which Riemann’s notion of manifold serves a fundamental role. 
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Here Herbart offers a form of intelligible geometry that is compatible with 
Riemann’s approach to investigating the foundations of geometry. Both 
philosophers think that in order to investigate the foundations of geometry 
we have to avoid considering space as given; instead they claim that we 
have to construct geometry starting from basic concepts. While Herbart 
claimed that this construction was possible from any continuum, Riemann 
adopts a scientist’s point of view and says that we can view any space as 
an 𝑛𝑛-fold extended manifold, where n is the number of independent direc-
tions in which we can travel. Riemann’s ontology concerning mathematics 
can best be understood in connection with Herbart’s view of mathematics. 
Herbart regarded mathematics as part of philosophy because he thought 
that, like philosophy, mathematics turns its concepts to its subjects; this is 
a process that goes far beyond the manipulation of formulas (Scholz 1982, 
425). Riemann uses the term speculation in trying to solve problems. Phi-
losophy makes use of speculation, and its subjects are concepts. In the con-
text of formation, development, and extension of scientific concepts Rie-
mann sees the position of mathematics similarly to the role Herbart ascribes 
to philosophy. Herbart thought that the sciences developed their central 
concepts with respect to their contexts; however, philosophical studies of 
the sciences require more; they must form unifying concepts that transcend 
this or that specific context (Scholz 1982, 424). These ideas seem to influ-
ence Riemann’s ideas about the methodology of mathematics. Riemann’s 
studies in different fields of mathematics (complex function theory, geome-
try, and integration) show that he wanted to develop and use his geometric 
ideas on 𝑛𝑛-dimensional manifolds. Diversity in geometric thought could be 
kept together or, to put it in more philosophical language, it could be rep-
resented as ‘a unity in diversity’. Riemann does this with the concept of 
manifold, for it could admit different enrichments in order to show the pos-
sibilities and conceptual freedom of geometric thought (Scholz 1992, 4). 
Riemann understands science as ‘the attempt to perceive nature through 
accurate concepts’. Riemann’s understanding of concept must be inter-
preted in accordance with his main aim, which was to perceive nature that 
is dynamic in character. The only way to grasp nature and its changing 
character is to study it, that is, by adjusting and modifying our concepts 
with respect to naturewhich means that our concepts cannot be given, 
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fixed, or necessary. In this sense the concept of space cannot be an excep-
tion; rather it must be an instance of ‘multiply extended magnitude’ that 
is capable of change and variation. For Riemann, this means abandoning a 
priorism and emphasizing the role of hypotheses. 

Herbart’s influence on Riemann is seen in the epistemology and concep-
tual methodology of mathematics. Thus, I think that the crucial point Rie-
mann took from Herbart when liberating geometrical thought is the idea 
that we do not necessarily identify physical space with the space of the 
senses. Riemann aimed at founding geometry anew on our perception and 
on the construction of space. Hence, the first part of the Habilitationsvortrag 
lecture of 1854 reflects the philosophical investigations that influenced Rie-
mann. The concept of manifold is philosophical since it is a concept that 
enabled Riemann to show the possibility of other geometries and examine 
the necessity and a priority of Euclidean geometry.  

2.3. Gauss on the Nature of the Space 

 Gauss was opposed to the Kantian conception of space and geometry. 
For Gauss, space must have a real meaning. He made this point in a letter 
in response to Bolyai: 

Precisely in the impossibility of deciding a priori between 𝛴𝛴 (the 
Euclidean system) and 𝑆𝑆 (the system of the science of space) that 
we find the clearest demonstration that Kant was wrong to state 
that space is only a form of our intuition. Another and just as 
strong reason I have had occasion to point out in a short note in 
the Göttingischen gelehrten Anzeigen 1831. (Gauss in Bottazzini 
1994, 23) 

‘Strong reason’, Gauss points out, refers to Kant’s incongruent counter-
parts; an argument Kant thinks shows a priori nature of space.8 According 
to Gauss: 

                                                 
8  In his transition to his Critical period, advancing this argument Kant claims 
that since our right and left hands have Leibnizian internal spatial relations we can 
think of them as equal. However, since we cannot superimpose our one hand upon 
the other they are incongruent. Then there arises a difference between them con-
cerning not to the spatial relations among their parts but space itself. Kant seems 
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This difference between right and left is in itself completely de-
termined soon as a random front and back have been fixed on a 
plane and an above and below in relation to the surfaces of the 
plane; only if we change our intuition of this difference can we 
communicate it by indicating really existing material objects. 
(Gauss in Bottazzini 1994, 23) 

Although Gauss agrees with the premises of Kant’s argument, he believes 
that, contrary to Kant, they prove that ‘space is not an a priori form of 
intuition’. That is, if anything, these premises prove that space must have 
a real physical meaning, i.e., ‘space, regardless of our capacity of intuition, 
must have a real meaning’ (Gauss in Bottazzini 1994, 23) 

To search for evidence that the geometry of space is non-Euclidean, in 
the early 1820s Gauss measured the angles of a large triangle formed by 
light rays joining three peaks.9 In emphasizing the importance of empirical 
investigation in Habilitationsvortrag, Riemann clearly reflects this Gaussian 
heritage. In addition, Riemann’s strong interest in physics is clear from the 
fact that he was the physicist Weber’s assistant for eighteen months. Alt-
hough Riemann was under the influence of Gauss and therefore Gauss’ em-
pirical approach to geometry, it is nevertheless hard to call him a thorough-
going empiricist. Before defining any metrical relations, the possibility of 
different geometries had to be investigated on the basis of the concept of 
manifold. In doing so, axioms of Euclidean Geometry are not only the ‘most 
important’, they are also empirically contingent rather than logically nec-
essary, so that ‘one may therefore inquire into their probability’. This shows 
that Riemann’s main aim was not to reinterpret or to modify previously 
given geometric knowledge, and nor was it to examine the classical ques-
tions; rather, his main aim was to expand the domain of geometryby 
which he would open new vistas for physical thought (Ferreiros 2007, 60-

                                                 
to argue in favor of Newton’s absolute as opposed to Leibniz’s relational space. How-
ever, there is no agreement concerning whether or not this is a valid interpretation 
of the purpose of argument. See, for example DiSalle (2006, 62-63). 
9  This issue sparks significant controversy among historians of science, as evident in 
the debate between Arthur Miller’s “The Myth of Gauss' Experiment on the Euclidean 
Nature of Physical Space” (1972) and Erhard Scholz’s (2006) response to it. 
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61). That is why Riemann wants to speak of hypotheses, rather than axioms, 
in his lecture. 

2.4. Mathematics in Habilatitionsvortrag 

 In the mathematical part of his Habilatitionsvortrag, Riemann follows 
Gauss’ most fundamental steps, by extending Gaussian concepts and results 
for surfaces to 𝑛𝑛-dimensional manifolds, such as the measure of curvature 
and some properties of geodesic lines. Like Gauss, Riemann’s approach is 
metric; the concept of distance plays a fundamental role both in the theory 
of curved surfaces and in Riemannian manifolds; in addition, the essential 
properties of manifolds are expressed by means of the linear element. Gauss’ 
treatment of curved surfaces is of special importance in Riemann’s Habili-
tationsvortrag.10 Specifically, Disquisitiones Generales Circa Superficies 
Curvas of 1828, in which Gauss introduces his Theorema Egregium (‘Re-
markable Theorem’), includes all the results and concepts that are later 
developed and extended by Riemann. In his studies on surfaces, Gauss had 
already reached a formula that is then developed and extended by Riemann. 
Riemann’s starting point was the equation 𝑑𝑑𝑠𝑠2 = 𝐸𝐸𝑑𝑑𝑢𝑢2 + 2𝐹𝐹𝑑𝑑𝑢𝑢𝑑𝑑𝐹𝐹 + 𝐺𝐺𝑑𝑑𝐹𝐹2 
where a point determined by coordinates 𝑢𝑢 and 𝐹𝐹 on a surface in Euclidean 
space and 𝐸𝐸, 𝐹𝐹, and 𝐺𝐺 are functions of the variables 𝑢𝑢 and 𝐹𝐹. Based on this 
formula, we say that if we know the curvature then all the measure relations 
can be determined universally, that is, by means of Gaussian curvature we 
reach what can be called ‘invariant structure’. Metric coefficients’ behaviour 
on a surface contains all the information about the geometry of the surface. 
Without reference to any space outside the surface it is possible to know 
the measure of the curvature at the point determined by 𝑢𝑢 and 𝐹𝐹, as a 
function of 𝐸𝐸, 𝐹𝐹, 𝐺𝐺, and their differentials. To put it another way: Gauss 

                                                 
10  Riemann, potentially influenced by his mentor Gauss, pioneered the study of 
curved surfaces coordinated by parameters and introduced metrical-differential 
concepts. However, it is important to note that while Gauss played a significant role 
in advancing intrinsic geometry, it is worth noting a pre-existing tradition of mat-
hematical endeavours focused on metrics, curved surfaces, and differential concepts. 
For instance, Leonhard Euler’s studies could be considered within this tradition. See 
Papadopoulos (2017). 
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showed that we can do geometry on a surface (two-dimensional) inde-
pendently of surrounding Euclidean (three-dimensional) space. 
 In Habilitationsvortrag, Riemann generalizes the Gaussian theory of 
curved spaces to 𝑛𝑛-dimensions. Such manifolds are characterized by the fact 
that each point within them can be uniquely specified by 𝑛𝑛 real numbers. 
The introduction of the concept of distance into a manifold follows the 
Gaussian model. Analogously to the two-dimensional case, infinitesimal 
distances are expressed by processing differentials given in terms of some 
internal coordinate system, 𝑢𝑢, with the help of the metric tensor 𝑔𝑔𝑖𝑖𝑖𝑖 . Thus, 
Riemann arrives at a formula that is identical to the Gaussian expression 
for the surfaces: 

𝑑𝑑𝑠𝑠2 = � 𝑔𝑔𝑖𝑖𝑖𝑖𝑑𝑑𝑥𝑥
𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖

𝑖𝑖𝑖𝑖
 (1)  

where 𝑔𝑔𝑖𝑖𝑖𝑖  are functions of coordinates, and 𝑥𝑥1, … , 𝑥𝑥𝑛𝑛 are coordinates on manifold. 
This quadratic form satisfies the following conditions:  

a) the metric is symmetric, (𝑔𝑔𝑖𝑖𝑖𝑖 = 𝑔𝑔𝑖𝑖𝑖𝑖) 
b) Positive definite matrix for all 1 ≤ 𝑖𝑖, 𝑖𝑖 ≤ 𝑛𝑛, which are the basic con-

ditions to measure the distance in Euclidean space. 

Although Gauss’ studies of surfaces led to the discovery of the intrinsic 
aspects of space, he had nevertheless worked with Euclidean spacein fact, 
his surfaces were embedded in Euclidean space. However, Riemannby at-
taching to each point of the manifold a Euclidean tangent spacein con-
tradistinction to Gauss did not make use of the notion of an embedding 
space of higher dimensionality. Equation (1) brings about important results. 
A manifold thus allows for a distinction between neighbouring pointsor 
events, in case of a space-time manifoldand distant points or events. The 
first point comes in relation to methodology of work. It brings to geometry 
the approach of theoretical physics: since differential expression (1) allows 
point by point analysis, it is useful for constructing basic laws that govern 
complex processes occurring within infinitely small elements of space or 
time. Second, (1) shows the possibility of different geometric systems, each 
of which depends on the chosen metrical system employed on the same 
manifold. In these different geometric systems of n-dimensions, geometric 
relations are no different from classical geometry. Although (1) is very  
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general and also includes manifolds whose curvature is variable from one 
point to another, since Riemann finds these manifolds more interesting from 
a theoretical point of view, he chooses to consider a manifold of constant 
curvatureany portion of which can be continuously superposed anywhere 
on the manifold. 

2.5. Physics in Habilatitionsvortrag 

 The last part of the Habilitationsvortrag, ‘Applications to Space’, devel-
ops an analysis of Euclidean space that Riemann characterizes as a three-
dimensional flat space with curvature equal to zero. In this section, Rie-
mann considers the necessary and sufficient conditions for determining met-
ric relations in space. Riemann’s three conditions are not independent but 
offer alternative characterizations of Euclidean Space: 

1) The angles of triangles define it (at every point and in all planar 
directions). 

2) It can be defined by the concept of “free mobility” of a rigid body at 
each point and in all directions, where assuming zero curvature at 
one point suffices. 

3) It can also be characterized by the integrability of direction and 
length, making it not just a Riemannian manifold but a global vector 
space, where vectors’ directions and lengths have meaningful distinc-
tions. 

The crucial aspect is not merely the existence of lines or bodies but their 
ability to be rigidly moved or to have their measures (length, area, volume) 
defined independently of their position and orientation in the manifold. 
 ‘Applications to Space’ shows that for Riemann geometrical structures 
have fundamental physical significance in that they allow us to perceive na-
ture in a more intelligible manner. Properly chosen, an infinite variety of 
geometric systems can be defined, which can function as tools for studying 
natural phenomena through their geometric representations. Thus, Riemann 
saw a strong relationship between geometry and the image of the physical 
universe. The physical importance of the concept of manifold is proven by a 
ground-breaking General Theory of Relativity. In General Relativity, space 
is conceived as a four-dimensional differentiable spacetime manifold (simply 
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our ‘world’), in which metric is determined by the matter (Boi 1992, 198). As 
a result, Einstein’s principle of equivalence unifies metric and gravitation. We 
see the line element of a Riemannian manifold again: 

𝑑𝑑𝑠𝑠2 = � 𝑔𝑔𝑖𝑖𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖
𝑛𝑛

𝑖𝑖,𝑖𝑖=1

    (𝑔𝑔𝑖𝑖𝑖𝑖 = 𝑔𝑔𝑖𝑖𝑖𝑖) 

In General Relativity the function 𝑔𝑔𝑖𝑖𝑖𝑖 denotes the gravitational field. How-
ever, although the mathematics of Gauss and Riemann paved the way for 
Einstein’s Theory of General Relativity, it would be an overstatement to 
say that Riemann had foreseen the meaning, in physical terms, of his gen-
eralization of geometry. Riemann did not foresee what Einstein later ac-
complished. What he saw was not the emergence of a four-dimensional 
spacetime, but rather an understanding of the usual three dimensions of 
physical space as a particular case of 𝑛𝑛-dimensional space (Ferreiros 2004, 
1). In Habilitationsvortrag7 he says the main applications of his ideas would 
not be found in the large, but rather in the extremely small, since for him 
most of the physical phenomena on the microscopic level could not be ex-
plained by Euclidean light rays and rigid body, as at this level bodies would 
no longer exist independently of place, and because curvature of space 
would no longer be constant.11 

2.6. Riemann’s Philosophy of Geometry 

 Interestingly, in Habilatitionsvortrag Riemann does not use the term 
‘non-Euclidean geometry’, and he does not refer to the studies of János 
Bolyai or Nikolai I. Lobatchevsky; nor does he try to compare his views to 
Kant’s philosophy of space.12 Although Riemann probably knew the studies 
                                                 
11   For a discussion of older literature on Riemann’s Habilitationsvortrag, see No-
wak (1989). 
12  Laugwitz connects Riemann’s avoidance of a direct attack on Kant with the 
presence of Rudolph Hermann Lotze among the audience of the Habilitationsvortrag. 
Lotze, as a follower of Kantian tradition, opposed non-Euclidean geometryarguing 
that it is nonsense. See Laugwitz (1999, 222). Botazzini (1994, 25) claims that the 
Habilitationsvortrag was delivered in order for Riemann to qualify as a Privatdozent, 
hence in such a delicate examination it would be better for Riemann to not enter 
into a discussion on such a controversial subject. 
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of Bolyai or Lobatchevsky (and of course Gauss), he cautiously refrains 
from discussing Bolyai’s and Lobatchevsky’s approaches to constructing 
non-Euclidean geometry, which involved an axiomatic method that negated 
Euclid’s fifth postulate.13 Yet Riemann’s geometry requires us to at least 
re-evaluate our philosophical theories of geometry based on Euclidean ge-
ometry. For Kant, space and time are not concepts, they are pure forms of 
intuition (Anschaaung), and space is uniquely determined by three-dimen-
sional Euclidean geometry and its propositions. Let us recall Kant’s core 
arguments in the Critique of Pure Reason, about space. Space is the source 
of all synthetic a priori propositions of geometry. It is empirically real, but 
transcendentally ideal. It is a necessary condition of all objective experience, 
but it has no existence outside of our experience. All experience of objects 
in spatial relationships presupposes a space in which they are ordered. Space 
is an a priori intuition. We cannot represent to ourselves the absence of 
space. Space is not a concept of the relation of things. (a) There is only one 
space; and (b) the parts cannot precede this whole since they must exist 
within it. In addition, the synthetic a priori propositions of geometry are 
only possible if space is an a priori intuition. Space is an infinite given mag-
nitude. No concept of relations can give rise to infinitude and no concept 
can contain an infinite number of representations within it. 

It seems that Riemann could not agree with any of these propositions. 
Riemann’s point was, as the structure of the Habilitationsvortrag clearly 
shows, that instead of postulating the axioms of Euclidean geometry, we 
should consider the conjunction of those axioms with a physical interpreta-
tion, and ask whether they were in point of fact really true. In Riemann’s 
view, space has a physical reality. It is something given in experience to-
gether with metric determination. For pragmatic reasons he creates differ-
ent spaces, and the question of what kind of geometry is true of space is a 
question of empirical determination, and is thus a posteriori.  

                                                 
13  Although he does not mention these names he probably knew their works. One 
of the works of the Bolyai was presented in Crelle’s journal The Journal für die reine 
und angewandte Mathematik (Journal for pure and applied mathematics) in 1837 
(Bottazzini & Tazzioli 1995, 27). In addition, it is highly probable that he could 
have gained knowledge about the geometries of Bolyai and Lobatchevsky through 
Gauss (Laugwitz 1999, 224). 



130  Dinçer Çevik 

Organon F 31 (2) 2024: 114–140 

In my view, the Habilitationsvortrag is a perfect example of the interplay 
between philosophy and mathematics. Herbart’s constructive approach to 
space inspired Riemann to create a fruitful combination of higher-dimen-
sional geometry and Gauss’ differential geometry (Banks, 2013). Riemann 
also followed Herbart and Gauss in rejecting Kant’s view of space as an a 
priori form of intuition. Riemann regards space as a concept with meaning 
for the physical realm and as capable of change and variation. In accordance 
with Herbartian psychological theory, Riemann adopts a materialist crite-
rion of truth and wants to answer the question: ‘When is our conception of 
the world true?’ with ‘When the coherence of our concepts corresponds to 
the coherence among things’, and when the ‘connection of things’ is deduced 
from ‘connections of phenomena’ (Riemann as quoted in Ehm 2010, 145). 
Throughout the Habilitationsvortrag, we see that the investigative hypoth-
esis lying at the basis of geometry, and which was Riemann’s main concern, 
was infinitesimals. Developing this approach enabled Riemann to investi-
gate the links between different laws of natureknowledge of which is based 
on the exactness of our description of phenomena in infinitesimal regions. 
Gaining knowledge of the external world from the behaviour of infinitesimal 
parts constitutes the backbone of Riemann’s research program. In fact, Ha-
bilitationsvortrag of is a summary of Riemann's metric approach, which 
aimed to find the concept of an 𝑛𝑛-dimensional manifold equipped with the 
notion of distance between infinitely close points.  

2.7. Kant and Riemann on Pure Intuition 

 Despite all the reasons for thinking that Riemann’s philosophy of geom-
etry and Kant’s spatial intuition do not go together, I would like to argue 
that they are not necessarily inconsistent. In Habilatitionsvortrag, Riemann 
maintains that the main principles that lie at the foundation of geometry 
are hypotheses, and that their value is determined within ‘the bounds of 
observation’. Here I want to underline the phrase ‘the bounds of observa-
tion’. Riemann stresses that there exists some form of limit, which may well 
be the same as the perceptual capacity given in Kant’s spatial intuition. 
For Kant, space and time, which are the forms of pure intuition, are not 
concepts. That is, one should be able to use concepts as predicates of sub-
jects; but with ‘space’ and ‘time’, such predication is not possible. We can 
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talk of the spatiality and the temporality of a thing, but while doing so, 
what we talk about are not space and time, but the parts that are derived 
from space and time. We don’t conceive the external world as islands of 
space-time; instead we conceive it within the integrity of space-timeif we 
think of space and time as complete and unique then the suggestion that 
space and time are concepts can be ruled out. In addition, with the help of 
the idea of ‘incongruent counterparts’, we can understand why ‘space’ and 
‘time’ are the pure forms of intuition but not concepts. Since we cannot 
define our right and left hands, we cannot name them on a conceptual level. 
Thus, for Kant space and time function as the conditions of all possible 
experience. A close reading of Kant suggests that he did not say space had 
to have the properties described in Euclidean geometry; rather, and at most, 
that we necessarily perceive space as if it were Euclidean. Kant’s point was 
that as humans, or perhaps as living beings, we perceive space in some 
geometric system, simply by virtue of being human. The Euclidean system 
introduces geometrical constraints. It is true that Riemann introduces his 
concept of manifold in a rather quasi-philosophical way. However, according 
to Michael Spivak, Riemann was clear that manifolds are, locally, similar 
to n-dimensional Euclidean space: 

However, it is quite obvious that the notion was thoroughly clear 
in his own mind and that he recognized that manifolds were char-
acterized by the fact that they are locally like n-dimensional Eu-
clidean space. (1975, 155) 

Riemann thought that geometry must start from infinitesimals. The metric 
given by the standard Euclidean distance 𝑑𝑑𝑠𝑠2 = ∑ 𝛿𝛿𝑖𝑖𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖  in 𝑛𝑛-dimen-
sional Euclidean space 𝔼𝔼𝑛𝑛 is the same distance relation as ℝ𝑛𝑛.14 In Rie-
mann’s characterization of 𝑛𝑛-dimensional curvature a region of manifolds 

                                                 
14  Here it is important to note that we do not say that the Pythagorean Theorem 
holds in every Riemannian manifold; rather, what we try to say is that by means of 
the notion of manifold we can transport some known theorems of Euclidean opera-
tions to 𝑛𝑛-dimensions. For example, the Pythagorean Theorem is valid in both ℝ2 
and ℝ𝑛𝑛. In these different geometric systems of 𝑛𝑛-dimensions, relations are no diffe-
rent from those in classical geometry. To give an example, in the classical Euclidean 
system in two dimensions, we employ the Pythagorean Theorem 𝑎𝑎2 + 𝑏𝑏2 = 𝑐𝑐2, while 
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counts as flat if the distance between any pair of points in it satisfies Eu-
clidean metric. Kant’s claim about space being an a priori form of pure 
intuition, and Riemann’s point about intuitive space in this sense do not 
necessarily rule each other out. Here it is crucial to distinguish between the 
foundational topological structure of a Euclidean space and the space itself, 
which, according to definition, constitutes a metrical space. This differenti-
ation holds significant philosophical importance in grasping the core struc-
ture of Riemann's dissertation. He establishes the metric as a differential 
quadratic form based on certain a priori assumptions at the outset of the 
second part of his dissertation. It's essential to avoid conflating these with 
the empirical determinations of metric coefficients in the third part. Specif-
ically, empirical evidence would not be capable of discerning between a 
quadratic form and a more intricate metrical function, such as one derived 
from a fourth-degree homogeneous form. I think that for Riemann topological 
structure is unique and necessary but metrical structure is subject to empiri-
cal investigation. Riemann aimed to establish the foundational essence of the 
metric as a differential quadratic form, particularly evident in the early part 
of his Habilatitionsvortrag’s second section. Specifically, concerning Riemann-
ian manifolds, the ability to adjust metric coefficients for various physical 
applications does not imply that the fundamental concept itself—the notion 
of a differential quadratic form—is subject to fluctuation. Indeed, Hermann 
Weyl clearly distinguishes within a Riemannian manifold between two as-
pects: 1) the fundamental concept of a differential quadratic form, which Rie-
mann establishes a priori in the construction outlined in the second part of 
his dissertation—Weyl termed this “the essence of space/the metric” (1923, 
102-103); and 2) the contingent variation of the metric coefficients, which is 
subject to change and can be linked to empirical investigations. Similarly, 
Ernst Cassirer (1923) recognized the clear division between the concept of the 
Riemannian metric itself and the variation of its coefficients. He proposed 
that the overarching idea of a Riemannian manifold, when considered in its 
entirety with variable coefficients, could be regarded as the fixed a priori 
space essential for relativistic physics. Hence, Riemann’s line of reasoning 
both adheres to and extends beyond Kant’s. For all these reasons, we can 
                                                 
in three dimensions it takes the form of 𝑎𝑎2 + 𝑏𝑏2 + 𝑐𝑐2 = 𝑑𝑑2, and in 𝑛𝑛-dimensional case 
it will become 𝑥𝑥12 + 𝑥𝑥22 + ⋯+ 𝑥𝑥𝑛𝑛2 = 𝑧𝑧2. 
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perhaps call Riemann’s philosophy of geometry a neo-Kantian philosophy of 
geometry.  

As Luciano Boi puts it, Kant suggests that one role of the intuition of 
space in external sensibility is to lend a rational and structural coherence 
to various empirical phenomena. However, this coherence appears to rely 
less on the internal structure of the phenomena themselves and more on a 
faculty inherent to subjectivity. In essence, intuition functions as a frame 
of reference or an organizing principle (2019, 3). Indeed, Boi quotes Rie-
mann in order to show Riemann agrees on and even more precise concerning 
this function of spatial intuition: 

The hypothesis that space is an infinite and three-dimensional 
manifold is a hypothesis which applies to our whole perception of 
the external world, and which allows us, at every instant, to com-
plete the realm of our actual perceptions and construct the pos-
sible places of objects; in fact, this hypothesis is constantly con-
firmed in all of these applications. (...) But the infinitude of space 
is by no means a necessary consequence of what precedes. (Rie-
mann, 1990) 

According to Kant, in order to represent to oneself various kinds of spaces, 
all of which are logically possible, one needs first to possess the concept of 
space. Riemann’s concept of manifold can actually be thought as this con-
cept of space that Kant thought was necessary for representing various 
kinds of spaces to ourselves. Riemannian manifolds can represent non-Eu-
clidean spaces, each of which is dependent on the chosen metrical system 
employed on the same manifold. Thus, on this view of Riemann’s philoso-
phy of geometry, spatial intuition is not being dismissed. What is more, 
Riemannrather than being in opposition to Kantshows that there are 
valuable conceptual resources to be found when applying geometry to phys-
ics in the very large and the very small. 

 In Habilitationsvortrag, Riemann also makes a distinction between ‘un-
limitedness’ and ‘infiniteness’. This distinction can be understood in light 
of a distinction between the qualitative features of space, i.e; ‘the extent 
relations’, and features relating to distance, i.e., ‘measure relations’. In more 
modern terms, ‘relations of extension’ correspond to ‘topological relations’, 
while ‘measure relations’ correspond to ‘metrical relations’. We can see this 
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distinction when considering the surface of a sphere: it is not infinite in 
extent but unbounded. For Riemann, properties such as unboundedness and 
three dimensionality of space are known with an empirical certainty greater 
than that of any experience of the external world:  

That space is an unlimited, triply extended manifold is an as-
sumption which is employed for every apprehension of the exter-
nal world; by it at every moment the domain of real perceptions 
is supplemented and the possible locations of an object that is 
sought for are constructed, and in these applications the assump-
tion is continually being verified. (1929/1959, 423) 

Riemann’s stress on unboundedness is followed by a question about whether 
our certainty about unboundedness is compatible with our certainty about 
the infinitude of space. I think it is not inappropriate to claim that, for 
Riemann, when we say that ‘space is a three-dimensional manifold’, has the 
same empirical certainty as the statement ‘it is unbounded’. The above 
quote shows that, for Riemann, our perception of the external world is lim-
ited to three-dimensional Euclidean geometrybut he makes no reference 
to Kantian spatial intuition in this context. Kant argues for the intuitive 
nature of space at B40 in Critique of Pure Reason by appealing to its un-
boundedness—where the unboundedness of space is supposed to be guaran-
teed by our prior recognition. The idea that on a single topology many 
metric relations are possible can be used to interpret Kant’s understanding 
of space. In the metaphysical exposition there are four main propositions 
about space: Space is not an empirical concept which has been derived from 
outer experience. (1781/2007, B38, 68) 

The basic idea here is that if the representation of space is presupposed 
then relational aspect of things is possible: ‘Space is a necessary a priori 
representation which underlies all other intuitions’. (1781/2007, A24/B39, 
68) Space is the sole requirement of the possibility of external appearances; 
therefore, it must be an a priori intuition: ‘Space is not a discursive or, as 
we say, general concept of relations of things in general, but a pure intui-
tion’. (1781/2007, A25, 69) Here Kant argues that we can represent to our-
selves only one space, and we can only consider parts of this unique space. 
Parts cannot precede this whole space; therefore, they can only exist in this 
space; and therefore, space is necessarily one and is an a priori intuition: 
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‘Space is represented as an infinite given magnitude’. (1781/2007, B40, 69) 
Kant’s idea here is that a concept can have infinitely many different  
representatives as instances of it, but the concept itself cannot be repre-
sented in infinitely many different ways. Every concept contains infinitely 
many representations under itself, but not within itself. Therefore, space 
can only be thought of in this latter way. As such, the original representa-
tion of space is not a concept, but an a priori intuition. In this metaphysical 
exposition, I do not think that Kant is giving a topology of space any dif-
ferent to the concepts of being unbounded and of continuous intuition. Tor-
retti (1984, 33) suggests that: 

Since Kant conceived the ‘manifold of a priori intuition’ called 
space, not as a mere point-set, but as a (presumably three-dimen-
sional) continuum, we must suppose that he would expected ‘the 
mere form of intuition’ to constrain the understanding to bestow 
a definite topological structure on the object of geometry. But, 
apart from this, the understanding may freely determine it, sub-
ject to no other laws than its own. Since the propositions of clas-
sical geometry are not logically necessary, nothing can prevent 
the understanding from developing a variety of alternative geom-
etries (compatible with the prescribed topology), and using them 
in physics.  

Hence, based on the idea that Kant does not give a unique determination 
of space, it is possible to argue that any possible space would have a geo-
metrical structure that is not graspable by human understanding. Yet top-
ological properties, such as continuity, three dimensionality, and unbound-
edness count as constraints directly imposed by the mere form of intuition. 
Riemannian manifolds are compatible with constraints imposed by Kantian 
spatial intuition in a topological sense. 

Kant’s pure intuition (reine Anschauung) is one with which we represent 
ourselves in physical space. Since we can think of empty space, but not the 
absence of the space, the concept is a priori. Second, for Kant space as pure 
intuition is the same as the physical space of ordinary experiencethat is, 
empirically real and transcendentally ideal. According to some commenta-
tors (Wiredu 1970; Friedman 1992 and 1999), it is also possible to talk 
about logically possible space, for Kant. So, what is logically possible space 



136  Dinçer Çevik 

Organon F 31 (2) 2024: 114–140 

for Kant? Kant distinguishes between the logical possibility of a concept 
and the objective reality of a concept: 

Thus there is no contradiction in the concept of a figure which is 
enclosed within two straight lines since the concepts of two 
straight lines and their coming together contain no negation of a 
figure. The impossibility arises not from the concept itself, but in 
connection with its construction in space, that is, from the con-
ditions of space and its determination.15 (1781/2007, A221/B268, 
240) 

Kant argues that such a concept is not self-contradictory or logically possi-
ble and is in fact objectively real. He defines the possible as that which is 
objectively real; and he refers these concepts as ‘fictitious’, denying that 
they tell us anything about space. Thus, Kant equates intuited space with 
physical space, and for this reason he thinks that logically possible spaces 
are not really informative about space. Riemann argues along the same 
lines. After pointing out that the simplest case for space is determined by 
𝑑𝑑𝑠𝑠2 = ∑ 𝑔𝑔𝑖𝑖𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖𝑑𝑑𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 , he says that: 

The next case in order of the simplicity would probably contain 
the manifolds in which the line-element can be expressed by the 
fourth root of a differential expression of the fourth degree. In-
vestigation of this more general class indeed would require no 
essentially different principles, but would consume considerable 
time and throw relatively little new light upon the theory of 
space, particularly since the results cannot be expressed geomet-
rically. (1929/1959, 417)  

                                                 
15  This quotation combines Kant’s logical criterion of possibility with Friedman’s 
assertion that Kant’s notion of real possibility can be replaced with our notion of 
physical possibility. Friedman’s point is that in Kant’s distinction between condi-
tions of thought and conditions of cognition, the former does not correspond to our 
notion of logical possibilityrather, logical possibility as given by the conditions of 
thought plus intuition corresponds to pure mathematics. On the other hand, real 
possibility as given by the conditions of thought plus empirical intuition corresponds 
to the ‘(pure part of) mathematical physics’ (Friedman 1992, 94). 
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Riemann’s strategy is to identify intuited space as just one logically possible 
space, and not necessarily as a true description of physical space (Nowak 
1989, 20). What’s new here is an altered definition of space as manifold, 
which eliminated the necessity for a definition of three-dimensional Euclid-
ean space and, by implication, the necessity for propositions using concepts 
in Euclidean geometry (propositions that were formed out of the concepts). 
In doing so, Riemann shows the possibility of getting rid of the ‘necessity’ 
of concepts in a system of geometry (concepts being necessary for a system). 
For Riemann, the concept of manifold (n-dimensional topological space) is 
the most general structure common to this infinite multiplicity of spaces. 
In this sense, he is able to identify logically possible geometries, just as Kant 
had suggested. As such, we can say that for Riemann this structure repre-
sents the general condition for the perception of the matters of fact and, 
therefore, that it is the a priori form of spatial intuition. Thus, for Riemann 
there is an a priori intuition of space, which is not metrical but topological. 
We can therefore say that what Riemann’s philosophy of geometry denies 
is Kant’s claim about the equality of intuited space with physical space; 
and not Kant’s point about the a priori necessity of a general concept of 
space for any theory of geometry. 

3. Conclusion 

 Riemann’s ideas seem to have strong philosophical implications, yet I 
don’t think that they were developed against Kant’s philosophy of geome-
try. Rather, these concerns guided him to find a satisfactory basis for stud-
ying nature from more general point of view. Revolutionizing mathematics 
and physics was not what Riemann intended. He wanted to deal with a 
problem that had been around for a whilenamely, is there something be-
sides Euclid? How can we be sure about Euclid’s axioms? Riemann suggests 
a procedure for being sure; he says that we can view any space as an 𝑛𝑛-fold 
extended manifold, where 𝑛𝑛 is the number of arbitrary directions in which 
we can go. Thus, the problem for Riemann is different; that is, Riemann 
had no real interest in the problem of the foundations of geometry as such, 
such that the problem of parallels belongs to the foundations of elemen-
tary geometryyet as his 1851 dissertation shows, he wanted to develop 
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and use geometric ideas on 𝑛𝑛-dimensional manifolds as an aid to mathe-
matics and physics. Riemann was fundamentally interested, not in syn-
thetic a priori propositions, but in the geometry of physical space. In this 
sense, we can only say that Riemann had no particular commitment to 
the truth of Euclidean geometry; yet this does not mean that he wanted 
to cast doubt upon the Euclidean axioms. Rather, he had the goal of 
developing geometry so that it would become accessible to science and 
empirical verification.  
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1. Introduction 

1.1. The Elenctic Strategy to Defend Both the Traditional  
Principle of Non-Contradiction and the Modern Law  

of Non-Contradiction 

 In this paper, I intend to show in what sense the elenctic strategy (elen-
chos, elenchus)1 to claim the truth of the Law of Non-Contradiction (here-
inafter ‘LNC’) is not a fallacy of petitio principii. In doing so, I will also 
show why these considerations might reply to the dialetheist (i.e., the par-
tial denier of LNC) without viciously begging the question (cf. §1.1 infra 
and §1.2 to understand the link between the alleged failure of elenchus and 
the consequential alleged success of dialetheism, as well as my reply through 
§§ 2.1-2.3). 
 Within the debate about the (necessary) truth of LNC, charging the 
elenctic strategy of being a vicious circularity is Costantini’s (2018; 2020) 
ingenious objection, which, in turn, is based on the dialetheic account of 
negation developed by Graham Priest (1979), Priest (1998, 117-119). In-
deed, according to Priest—who especially appeals to (Routley and Routley 
1995)—‘One may distinguish between three accounts of the relationship 
between negation, contradiction and content’ (Priest 1998, 117). 
 The first account understands negation as cancellation: the operator 
‘not’ deletes the content of the formula which is applied to. 

                                                 
1  I use the phrases ‘elenctic strategy’, ‘elenctic argument’, ‘elenchus’, ‘elenctic ref-
utation’, and the like as substantially equivalent. Further, unless otherwise stated, 
where I just mention the elenchus (and the like), I am referring to the elenctic refu-
tation of the denier of LNC. Although the elenchus was used by Aristotle to defend 
his principle (cf. especially, Metaphysics IV.4, 1006a11-1006b34; and infra §1.1)—
later called “Principle of Non-Contradiction” — for the sake of this paper I am going 
to assume that the key move of the elenctic strategy can also be invoked to defend 
the modern LNC (¬(𝛼𝛼 ∧ ¬𝛼𝛼)). I will return to this point below, within §1.1. 
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The second account, called ‘complementation account’, understands ne-
gation as in (modern) classical logic: the operator ‘not’ always and only 
excludes the content of what is denied (Costantini 2018). I will focus on 
this account later (see §1.2), since Costantini points out that such an ac-
count of negation, namely the classic account of negation, is the hidden 
assumption that turns the elenctic strategy into a vicious circularity. If we 
dropped out of the complementation account, the elenctic strategy in de-
fence of LNC would not work (see §1.2). Moreover, I will read Costantini’s 
criticism against the elenchus especially through Bardon (2005), according 
to which there are self-refuting or self-defeating propositions, and among 
them the negation of LNC (viz. <LNC is false>),2 but such a self-refutation 
takes place only if one holds certain theoretical background assumptions or 
background presuppositions (cf. §§.1.2-2.1). Combining (Bardon 2005) with 
Costantini’s objection, we will see that the putative self-refutation of a 
proposition like <LNC is false> would work only if we are prepared to 
assume the complementation account of negation. 

The third account of negation belongs to paraconsistent logics, and it 
can be called ‘dialetheic’ account. Appealing especially to (Priest 1979), 
Costantini reads this account by leveraging the fact that negation does not 
always and only express exclusion: there are peculiar situations where the 
operator ‘not’ both excludes and accepts the formula which is applied to 
(see below §1.2). 

Contra Costantini's objection against the elenchus, the aim of this arti-
cle is to argue that there is at least one reading of the elenctic strategy in 
defence of LNC that is not a vicious circularity, even assuming the comple-
mentation account of negation. In doing so, I will leverage and adjust the 
distinction between two senses of epistemic dependence, offered by (Lemos 
2004) and originally based on some thoughts about G.E. Moore’s ‘proof of 
an external world’ (1939; 1953)—see §2.2. 

Indeed, my counter-objection aims to recover the elenchus in favour of 
LNC, whilst maintaining a complementation account of negation. In doing 
so, I will use a distinction between a necessary condition relation between 
propositions (p only if q) and a grounding relation between facts (the fact 
that an epistemic agent S believes that p is grounded in the fact that S 
                                                 
2  Throughout the rest of this article, I use brackets <...> to indicate propositions. 
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believes that q)—where p and q are the content of S’s beliefs, and, respec-
tively, an argument’s premise (for the sake of this paper: the elenctic argu-
ment for LNC) and its conclusion (see §§ 2.2-2.3). While the above-men-
tioned Lemos’ distinction between two senses of epistemic dependence re-
fers to the relations between propositions in both cases, I will propose to 
read the second sense of epistemic dependence in terms of grounding re-
lations between facts, understood as a metaphysical and epistemic expla-
nation (cf. §2.2). Such an adjustment can defuse Costantini’s objection, 
leaving space to at least one reading of the elenchus in favour of LNC that 
is not viciously circular and assumes the complementation account of ne-
gation (cf. §2.3). 

LNC states that no contradiction is true. By ‘contradiction’, I refer to 
either the conjunction between a proposition and its negation (𝛼𝛼 ∧ ¬𝛼𝛼) or 
to the negation of the identity between a thing and itself: x: x≠x. The latter 
turns out to be a sentence that denotes a (impossible) contradictory object, 
i.e., a non-self-identical thing (or entity), that is what Severino (1981, ch.4, 
§14) considers the content of a contradiction, namely nothing at all. Simi-
larly, Oliver and Smiley (2013, 602) introduce a paradigmatic empty term, 
called ‘zilch’, ‘stipulating its impossibility of referring to something as a 
“logical necessity”’. Indeed, they formally define ‘zilch’ as x: x≠x. Assuming 
that everything is self- identical, they conclude that ‘zilch’ is a term that 
necessarily fails to denote anything (cf. ibidem). We might say that ‘zilch’ 
picks up a contradictory object, i.e. a non-self-identical thing; but Oliver 
and Smiley—as well as Severino—do not accept contradictory objects in 
their ontology. Therefore, any term denoting a contradictory object is an 
empty term, i.e., a term that denotes nothing at all. According to Severino, 
the content of a contradiction is ultimately what results from a negation of 
the Law of Identity (insofar as, for unrestrictedly everything, x is an entity 
if and only if x is self-identical).3 

                                                 
3  To sum up, when ‘contradiction’ refers to the conjunction between a proposition 
and its negation, we obtain the classic formulation of PNC: ¬(𝛼𝛼 ∧ ¬𝛼𝛼); when ‘con-
tradiction’ refers to the negation of the identity between a thing and itself—or better: 
when we refer to the putative content of a contradiction -, de facto, we speak about 
(impossible, absolutely nonexisting) contradictory objects. In the latter case, the 
formulation of PNC might be something like: ∄x(x≠x), where the domain of x is  



How to Defend the Law of Contradiction 145 

Organon F 31 (2) 2024: 141–182 

Although the modern LNC differs from the Aristotelian ‘principle’—
later known as the ‘Principle of Non-Contradiction’ (hereinafter: ‘PNC’)—
the classical treatment of a contradiction’s negation can be traced back to 
Aristotle’s works (Horn 2018), especially Metaphysics IV.3-6, e.g., Metaph. 
IV.4, 1005b19-22.4 In their turn, both ontological and logical formulations 
of PNC ‘[are] traced in the writings of Parmenides, Gorgias, Plato’ (Thom 
1999, 153), with relevant differences and affinities pointed out by Thom 
(1999) but beyond the scope of this paper. In order to respond to Costan-
tini’s (2018; 2020) objection, according to which the elenctic method by 
Aristotle, and those who were inspired by it, especially Severino [1964] 
(1982; 2016), would be viciously question-begging (i.e., falling for a fallacy 
of petitio principii),5 it is sufficient to consider the presence (explicit or 
implicit) of negation in both ontological and logical formulations of PNC, 
as well as in the modern LNC. As Thom (1999, 153) notes, ‘The principle 
of non-contradiction received ontological formulations (in terms of “being” 
and “non-being”) as well as logical formulations (in terms of affirmation 
and denial) in early Greek philosophy’. Now, as Costantini writes, ‘What is 
essential to our ends is the presence of contradictory elements, and therefore 
of negation. [...] The whole game is played on the notion of negation’ (2018, 
850, translation mine). Indeed, the critical observation of Costantini on the 
elenctic defence of LNC focuses on the equivalence between negation and 
exclusion and on a certain way of understanding this (operation of) exclu-
sion (cf. infra, §1.2). Sure, the Aristotelian conception of negation is differ-
ent from modern (post-Fregean) ones, insofar as the former ranges primarily 
over terms and the latter over propositions and in any case never on sub-
sentential units. Yet, both options are included under the so-called  

                                                 
unrestrictedly everything. A similar interpretation of PNC in terms of denying the 
existence of contradictory objects can be found in (Irwin, T. 1988). 
4  Cf. Kirwan’s translation, (Kirwan 19932, 7): ‘For the same thing to hold good 
and not to hold good simultaneously of the same thing and in the same respect is 
impossible (given any further specifications which might be added against the dia-
lectical difficulties).’ 
5  In the course of this paper, I use the phrases ‘vicious circular argument’, ‘vicious 
circularity’, ‘(fallacy of) petitio principii’ (or simply: ‘petitio principii’), ‘vicious ques-
tion-begging (argument)’, and the like as substantially equivalent. 
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‘complementation’ or ‘classic’ account of negation: cf. supra §1.1; infra §1.2; 
and (Priest 1998, 117 ff.). According to Costantini (2018), this account con-
ceives negation only and always as exclusion. I would like to stress, together 
with Costantini, that what is at stake is not so much the object of the 
negation (either sub-sentential units, or propositions) but the negation as 
such. 

It is also known that PNC has a special status for Aristotle, who claims 
it to be ‘the firmest principle of all’ (Metaph. IV.3, 1005b11-22). To him, 
PNC is not grounded in any hypothesis, being ‘the principle of all the other 
axioms’ (Metaph., IV.3, 1005b32-34); it is the basis to build proofs and 
which in turn cannot be proved itself.6  

We know, finally, that Aristotle proposes several strategies to defend 
PNC, notwithstanding the impossibility of proving it. According to Kirwan 
(19932), in Aristotle’s Metaphysics IV there are seven arguments in defense 
of PNC, but I will restrict my focus on the most known elenctic refutation 
(elenktikos apodeixai, also known as elenchus from Latin); therefore, the 
background of the following suggestions is Metaphysics (IV.4, 1006a11-
1006b34).7 Following, broadly speaking, the so-called Italian Neo-Scholasti-
cism’s general understanding of the elenchus,8 I assume that the elenctic 
refutation consists in showing that, given a thesis, the negation of this thesis 
implies the thesis itself. In this regard, Pagani (1999, Part I, Ch. 2) points 
out that the relationship between the negation of PNC and PNC is not a 
relationship of presupposition but rather a relationship of implication. This 
important observation is also taken up by Costantini (2018; 2020), who 
applies it to the modern LNC as well, as we will see.9 In the case of PNC, 
                                                 
6  About the notion of the firmest principle and PNC as the firmest principle of all, 
cf. Wedin (2009, 133 ff.). 
7  Although the present article is not intended to be a commentary of Aristotle’s 
works: cf. infra why and in which extent I appeal to Aristotle’s elenctic refutation. 
8  Italian Neo-Scholasticism has been mainly developed around the Italian review 
Rivista di Filosofia Neoscolastica (founded in 1909, still existing: ISSN 0035-6247). 
Some scholars, either belonging to this tradition or coming from it, are mentioned 
across this article, like: Emanuele Severino; Sergio Galvan; Paolo Pagani. Biblio-
graphical references are found across the text. 
9  Costantini (2018, 849 footnote, translation and emphasis mine) writes: ‘What 
Pagani is saying here is that the denial of the Law of Non-Contradiction [LNC]—
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the denier of PNC, that is, the one who intends to affirm the falsity of PNC, 
is forced (by the force of the logos, so to speak) to affirm the truth of PNC 
to the extent that she intends to say to herself and to others something that 
has at least one meaning (cf. Aristotle, ibidem). This strategy allegedly 
works both against she who claims that all contradictions are true (absolute 
negation of PNC) and against she who claims that some contradictions are 
true (partial negation of PNC). If the denier of PNC actually wants to 
declare precisely the negation of PNC and not something else (in either 
way), then—here is the elenctic refutation—she must in spite of herself 
affirm the truth of PNC. Otherwise, she would not deny PNC effectively: 
her negation would not be a negation, or would have no meaning, or she 
would be forced to remain silent, giving rise to no negation. The denial of 
PNC is therefore self-refuting (Bardon 2005 and cf. below §1.2), entailing a 
sort of self-negation (Severino [1964] 1982). 

Now, I assume that the same Aristotelian elenctic strategy can be used 
to defend the modern LNC.10 Indeed, following (Galvan 1995), (Pagani 
1999), and (Costantini 2018), the key move of the elenctic strategy is the 
fact that the denial of LNC necessarily implies its truth; and—recall—I can 
switch from PNC to LNC because I have assumed—following (Costantini 
2018)—that both of them ultimately share the view of negation as exclusion. 

                                                 
without the Law itself—would be not only self-contradictory, but even inconceivable. 
In this sense, the Law is a condition of meaningfulness even for its own negation’. 
10  See especially (Galvan 1995, 111): ‘In the Aristotelean philosophical tradition, 
elenctic argumentation (elenchus) is conceived as a form of dialectical foundation of 
a thesis. It takes place in the context of discussion for and against a given thesis and 
consist in showing that, as the denier of this thesis argues against the opponent, he 
is unable to maintain his position unless he presupposes the thesis itself, which thus 
prevails and is consequently proven’. Here, Galvan uses the verb ‘to presuppose’, 
whilst Pagani (1999) and Costantini (2018)—and me, as well—insist on the fact that 
the key elenctic move is an implication. However, Galvan (1995, 112, emphasis 
added) himself states that a stronger application of the elenctic argument deals with 
implication: ‘Elenctic argument is more powerful when the implication between ne-
gation of the thesis and its assertion is necessary; that is, when the opponent of the 
thesis in the end finds himself necessarily obliged to affirm it’. I will turn back to 
this key point in §2.1, Schema-έ, steps (2) and (3). 
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Therefore, unless otherwise indicated, from now on I will refer to the elenctic 
strategy as applied to the modern LNC. 

The elenctic strategy was extended by Severino [1964] (1982; 2016), who, 
taking advantage of the defense inaugurated by Aristotle,11 outlined two 
figures involved the elenchus. The first has as interlocutor, a hypothetical 
absolute denier of LNC. Meanwhile, the second is addressed to a supposed 
partial denier of LNC. Again, the absolute denier claims that LNC is always 
false, while the partial denier argues that there are situations in which LNC 
is false (or rather, as we will see in §1.2, situations in which LNC is both 
true and false—if she is a ‘clever’ denier). The two denials thus produced 
give rise to trivialism and dialetheism, respectively, two different philosoph-
ical positions according to which: ‘Trivialism: all contradictions are true 
(which implies that every proposition is true, since, for every proposition, 
we can consider its negation). Dialetheism: some contradictions (called ‘di-
aletheias’) are true’ (Costantini 2018, 851, translation mine).12  

The first figure of the elenchus shows that the absolute negation of LNC 
is self-refuting for the reasons already indicated above. To act as an absolute 
negation of LNC, the claim in question must mean something, precisely: the 
absolute negation of LNC and not something else (e.g., not the partial nega-
tion or the affirmation of LNC). Yet, in order for it to signify something, the 
absolute negation must confirm the truth of LNC (again, the negation of LNC 
implies LNC). The first figure of the elenchus, therefore, rules out trivialism. 

The second figure of the elenchus, which is more properly attributed to 
(Severino [1964] 1982), shows that even a partial denial of LNC is self-
refuting. Presenting the prodromes of Severino’s second elenctic figure, 
Priest (2020, 54-55, emphasis mine) writes: 

                                                 
11  But perhaps a similar defense was already introduced by Socrates and then by 
Plato (Gottlieb 2023, in particular par.3 and par.9). It should be noted, however, 
that the elenchus differs from a reductio ad absurdum, the latter assuming the im-
possibility that contradictions are true, thereby already assuming LNC to be true 
(Perelda 2020, 13). 
12  To deepen the position of the dialetheist, in particular that of Graham Priest, in 
the relevant sense, I refer the reader to the bibliographical references quoted by 
Costantini (2018) and to the author himself. See especially the references given in 
(ibidem, 853, footnote). 
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Severino asks us to consider the following diagram: 

The lefthand circle contains those statements that are true; the 
right-hand circle contains those that are false (i.e. whose nega-
tions are true). The area of overlap is C2, which contains things 
that are true and false. The rest is C1. In the left part of this, 
things are true but not false; in the right, they are false but not 
true. 

C2, therefore, is that part of language—so to speak—in which LNC is not 
true,13 that is, where statements, propositions, or any truth-bearer is both 
true and false. This equals the part of reality where there are contradictory 
objects, i.e., non-self-identical things. Hence a partial denial of LNC, whereby 
the falsity of the law is attributed only to a part of language or reality (C2): 
some contradictions are true; some objects are contradictory. This is roughly 
the denial advanced by the dialetheist (although further clarifications are 
necessary; cf. §1.2). The elenctic method of (Severino [1964] 1982), in the case 
of C2, consists of pointing out that, for C2 to be the part of language or 
reality in which LNC does not apply, C2 must still respect LNC, that is, be 
consistently itself and not C1. The relation between C2 and C1, in short, also 
exemplifies a state of non-identity between two different positions (the partial 
denier of LNC does not mean the same as the defender of the absolute truth 
of LNC, nor does she mean the same as the absolute denier of LNC). However, 

                                                 
13  We will see in §1.2, however, that, if the dialetheist were to describe the diagram, 
she would say that LNC in C2 is true and is also false. For further information, see 
Costantini (2018; 2020) and Priest (2020). 
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the non-identity between different positions is exactly an instance of LNC. 
So, even the partial denial of LNC is self-refuting: ‘The first conclusion drawn 
from this is that the partial negation of LNC is self-contradictory’ (Costantini 
2018, 859, translation mine). 

At this point, Severino grants a further chance to the partial denier of 
LNC, who is also—as we will see—doomed to failure (from Severino’s point 
of view). Although C2 as such, that is, as a portion of language or reality, 
does not violate LNC (being a consistent part of language or reality), the 
content of C2 might be contradictory. In fact, the partial denier wants to 
affirm that there are (within C2) truth-bearers both true and false, or con-
tradictory objects.14 Among the examples of contradiction of the latter type, 
Severino ([1964] 1982) mentions the identification of two distinct items. For 
example, claiming the identity between the colour red and the colour green, 
attributable to the logical form <x=y>, i.e., <x is identical to y>, where 
indeed ‘x’ denotes the colour red and ‘y’ denotes the colour green.15 Now, 
let us consider the identity between x and y. Severino distinguishes two 
interpretations to which the partial denier of LNC could allude. 

In the first interpretation, ‘x’ and ‘y’ are two terms that both refer to 
the same object, for example, to a certain electromagnetic radiation of a 
certain wavelength, which—in the language used by the supposed denier—
is referred to indifferently by ‘red’ and ‘green’. In short, in this case the two 

                                                 
14  With this strategy, Severino introduces a questionable theoretical assumption, 
namely, that we can quantify either on C2 in itself (the domain of dialetheias or 
contradictory objects) or on the content of C2 (the dialetheias or the contradictory 
objects). The first part of the disjunction (C2 in itself, i.e., C2 as a domain of quan-
tification) is different from its members, therefore Severino formulates his elenctic 
strategy in the way we have just seen. However, Severino does not speak in terms of 
domains of quantification. Rather, he speaks (or would speak) in terms of parts of 
language or parts of reality. This exegetical and theoretical issue, however, can be 
overlooked as out of the scope of this paper. 
15  To be an effective identity between different terms, the term ‘y’ occurring in 
<x=y> is supposed to denote an object that is not identical to any object denoted 
by ‘x’. So, <x=y> turns out to be a conjunction of <x≠x> and <y≠y>, where the 
contradiction is not due to the conjunction but to the negation of the Law of Identity 
in both conjuncts. Severino calls this (impossible) logical situation ‘esser-diverso-da-
sé’ (being-different-from-itself). 
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terms are synonyms, and it is evident that a denier of LNC is not producing 
an effective contradictory identity (if anything, she is using an anti-conven-
tional use of the words ‘red’ and ‘green’). In fact, given the reference to the 
same thing (the specific electromagnetic radiation of a certain wavelength), 
<x=y>, <red = green>, <the colour red is identical to the colour green> 
are all true propositions, with no problems in classical logic. 

In the second interpretation, ‘x’ and ‘y’ refer to two different things: 
‘red’ and ‘green’ refer to a single electromagnetic radiation of two different 
wavelengths (at the same time and in the same respect). Here, the use of 
the terms ‘red’ and ‘green’ is no longer bizarre; rather, the identification 
between the colour red and the colour green is what is bizarre, generating—
precisely—a contradictory identity picking up a contradictory object. In 
this interpretation, the identity <x=y>, <x is identical to y> gives rise to 
an authentic contradictory identity. What has changed with respect to the 
first interpretation is that the two terms are not synonyms, that is, they do 
not refer to the same thing, but to two different things (namely, two elec-
tromagnetic radiations of different wavelengths), despite them being identi-
fied. And here Severino’s trap is triggered: if x and y must be originally 
different (x must be itself and not y; y must be itself and not x; <red is 
identical to red>, <green is identical to green>, <x=y>, <y=y>) to finally 
denote a contradictory object, then the identity between x and y is based 
on their difference. Thus, the (partial) denial of LNC, exemplified by the 
proposition <x is identical to y>, is self-refuting, as it is based on the dif-
ference between x and y, which expresses exactly the deepest meaning of 
LNC according to Severino, that is, asserting the distinction between dif-
ferent items (and, conversely, the identity of what is self-identical). Explic-
itly or implicitly, the (partial) denier of LNC must affirm that x is not 
identical to y, <x≠y>, when she really intends to refer to a genuine contra-
dictory object, as opposed to appealing to a simple equivalence between 
synonyms that refer to the same self-identical object. If ‘x’ and ‘y’ are not 
synonyms, then the proposition <x=y> (<x is identical to y>) is based or 
is grounded in the proposition <x≠y> (<x is different from y>, <x is not 
identical to y>). Talking about (relations of) grounding16 is very useful for 
                                                 
16  In §2.2 I will introduce and assume an account of grounding that might be  
fit for the sake of this paper: see also (Thompson 2019) and (Audi 2012). For  
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the purposes of this article and for comparison with what I will call the 
‘Moore-Lemos account’ (cf. §2.2). In this regard, I will present an illuminating 
passage by Costantini (2020), which reconstructs the most important elenctic 
method of Severino, i.e., the last passage of the second figure of the elenchus 
in (Severino [1964] 1982, 49) in terms, exactly, of grounding (cf. §2.1). 

1.2. The Objection (or Argument) by Costantini-Priest 

 In this section I reconstruct the argument by Costantini (2018; 2020) 
aimed at showing that the elenctic strategy in defence of LNC—analysed in 
the previous section—gives rise to a petitio principii (i.e., a vicious question-
begging argument). Priest (1998; 2020) also raises a similar objection, or at 
least we can say that Costantini’s objection is based on certain aspects of 
Priest’s (1979; 1998).17 Therefore, I will refer to these collectively as ‘Cos-
tantini-Priest’s argument’ or ‘Costantini-Priest’s objection’ or ‘objection (or 
argument) by Costantini-Priest’. My counter-objection, proposed in §2.3, is 
mainly directed toward Costantini’s formulation, but I believe that it may 
also be effective against Priest’s (1998; 2020) under some respects, as both 
charge the Aristotelian elenchus of viciously begging the question. However, 
discussions of this hypothetical extension of my counter-objection are be-
yond the scope of this article.18  

To reconstruct Costantini-Priest’s argument against the elenchus, I use 
the concept of self-stultifying proposition, which we find in (Bardon 2005). 
According to Bardon (2005, 69 ff.), self-refuting or self-defeating proposi-
tions19 are: (i) self-referential propositions, that is, they refer to themselves, 

                                                 
an overview of the notion of grounding, cf. (Bliss and Trogdon 2021) and (Raven 
2015). 
17  On the link between Costantini’s objection and the dialetheic account developed 
by Priest, cf. Costantini (2018, 849 footnote). See also infra §2.1. 
18  Costantini (2018; 2020) and Priest (2020, 49-59) mainly address the elenctic 
figures developed by Severino ([1964] 1982), based on the original Aristotelian strat-
egy. There are, however, similar objections addressed directly to the Aristotelian 
defense: see especially (Priest 1998; 2020, 46-48). 
19  Bardon also deals with self-refuting statements. For the purposes of this article, 
I think I can overlook the distinction between propositions and statements, unless 
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to some aspect of the sentences that express them or to the performative 
acts (statements, utterances) of affirming them; and (ii) they can be ex-
pressed by self-falsifying statements, for example, the statement ‘I do not 
exist’ (ibidem, 70-71). Now, given the set of self-refuting propositions and 
statements, one might think that the denial of LNC (the proposition <LNC 
is false> or the statement that expresses it) falls within the typology of self-
falsifying propositions or statements. But Bardon is keen to point out that 
self-refuting propositions should be divided into two subcategories: self-fal-
sifying propositions, of the type just seen above, and self-stultifying propo-
sitions, which include – here’s the point – the denial of LNC. Bardon (2005, 
73 ff., emphasis mine) distinguishes self-falsifying propositions from self-
stultifying propositions as follows: 

Unlike a self-falsifying proposition, the [self-stultifying] proposi-
tion itself does not imply that its own affirmation should be im-
possible, and the affirmation of this proposition does not itself 
demonstrate that it is false. Rather, what the proposition says or 
implies is inconsistent with one’s being epistemically entitled to 
affirm it. […] It is inconsistent to affirm a self-stultifying proposi-
tion because that one is justified in making a claim is a pragmatic 
implication of making that claim. 

Among the examples of self-stultifying propositions indicated by Bardon 
(2005, 74), we find the denial of LNC (<LNC is false>).20 

Why is it interesting and useful to start from here to reconstruct the 
objection by Costantini-Priest? It is because, in the definition of self-stulti-
fying propositions (as well as in the definition of self-falsifying propositions), 
Bardon (2005, 73-74) clearly specifies that there must be theoretical back-
ground assumptions or background presuppositions for the ‘mechanism’ of 

                                                 
clearly necessary, as well as the distinctions between propositions, sentences, and 
utterances. In fact, my focus is more on propositions proper and on the belief in 
propositions than on their linguistic formulations, but, again, I do not think this is 
a topic of interest for the sake of the argument. 
20  Bardon uses ‘Principle of Non-Contradiction” (PNC), whilst I use ‘Law of Non-
Contradiction’ (LNC) for the reasons I have already pointed out in §1.1. 
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self-stultification (as well as that of self-falsification) to take place.21 Now, 
the defender of LNC (the one who appeals to the self-stultification of the 
proposition <LNC is false>) is accused of viciously begging the question by 
Costantini-Priest’s objection precisely because – among the presuppositions 
or assumptions of her theoretical background – she holds ‘[…] that account 
of negation which is challenged by the friends of contradictions like Priest’ 
(Costantini 2018, 849, abstract, emphasis mine). 

At this point, to continue the exposition of Costantini-Priest’s objection, 
it is necessary to identify what conception of negation occurs both in the 
assumptions of the defender of LNC and in the conclusion of the elenctic 
defense of LNC, that is, the conception that allegedly generates a vicious 
circularity. Costantini (2018, 854, translation and emphasis mine) identifies 
this conception in the classical meaning of negation as exclusion: 

[t]hose who deny LNC by claiming that there is at least one true 
contradiction are questioning the fact that denial is always able 
to exclude (the truth of) what is negated. When you deny LNC, 
you are therefore denying the equivalence between negation and 
exclusion. 

What is challenged is that negation is always and only able to exclude what 
is negated. According to Costantini, this account of negation is, in fact, the 
one theoretical background assumption that the elenchus aims to ascertain 
as true. This classical account of negation is also known as the complemen-
tation account: cf. infra and (Priest 1998, 117 ff.).22 Therefore, using that 

                                                 
21  It is interesting to note that Galvan (1995, 115, emphasis mine), in one of the 
most rigorous formalizations of the elenctic strategy, affirms: ‘Elenctic argumenta-
tion presupposes the specification of a common basis of understanding between the 
denier of the thesis in question and its proponent’. This common basis is represented 
by a set of shared ‘rules of logical deduction’ (ibidem, 113 ff.) and ‘a number of rules 
of negation’ (ibidem, 114, emphasis added). Mutatis mutandis, in my reading of Cos-
tantini’s (2018) treatment of the elenchus, I will understand the presence of the 
classic account of negation as the common ground shared by both the denier of LNC 
and the defender of LNC, where that common ground might be an exemplification 
of what Bardon (2005) calls ‘theoretical background assumptions’. 
22  Alongside the classic or complementation account there are at least two other 
accounts of negation: the so-called ‘cancellation’ account, according to which ¬𝛼𝛼 
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assumption to trigger the ‘mechanism’ of self-stultification of the proposi-
tion <LNC is false> (i.e., using that assumption among the premises of the 
elenctic argument) viciously begs the question (a point we will return to in 
§2.1).23  

The complementation or classic account of negation can be expressed by 
the logical equivalence below: 

(1)  𝑇𝑇(¬𝛼𝛼) ↔ ¬𝑇𝑇(𝛼𝛼) 

                                                 
cancels the content of 𝛼𝛼 (Priest 1998, 117); and an ‘intermediate’ account from par-
aconsistent logics (ibidem), according to which ‘the content of ¬𝛼𝛼 is a function of 
the content 𝛼𝛼, but neither of the previous kinds [namely, the complementation and 
the cancellation accounts]’ (ibidem), as far as, for this account, a contradiction ‘en-
tails some things but not others’ (ibidem). Besides, the complementation or classic 
account of negation is such that the content of a contradiction is total and ‘entails 
everything’ (ibidem), based on the ex falso quodlibet principle. Indeed, one of the 
main differences among the three accounts of negation—complementation or classi-
cal, cancellation, and paraconsistent accounts (especially the dialetheic one)—is 
linked to which content a contradiction (𝛼𝛼 ∧ ¬𝛼𝛼) generates: respectively, everything, 
nothing, or something. However, as Priest (1998) notes, ‘Though the cancellation 
and complementation accounts are quite distinct, some modern writers have run 
them together’ (ibidem). I think that Emanuele Severino might be included among 
those writers, as far as he seems to use a classic account of negation, but, at the 
same time, he holds that the content of a contradiction is nothing at all. I leave this 
question open because it is beyond the scope of my paper. Furthermore, Severino’s 
account of nothingness is more complex than what might seem (Severino 1981, ch. 
IV). However, about this specific topic, I just need to assume that a phrase like ‘x: 
x≠x’ denotes nothing at all, like the empty term ‘zilch’ in (Oliver and Smiley 2013); 
cf. §1.1, regardless exegetical issues of Severino’s works. 
23  One could object (to Bardon and consequently to my way of introducing the 
argument by Costantini-Priest) that the denial of LNC is not a self-stultifying prop-
osition but rather a self-falsifying one. Even if this were the case—and Bardon also 
contemplates this case, although he does not welcome it in (Bardon 2005, 90-91, 
footnote)—this would not compromise the key mark of the elenctic strategy that I 
intended to highlight in this section. Indeed, what interests me here is that, according 
to Bardon, to make both the stultification of a self-refuting proposition and the 
falsification of a self-refuting proposition work, theoretical background assumptions 
are needed. 
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where T is a truth predicate such as ‘…is true’ or ‘it is the case that…’, and 
𝛼𝛼 is any truth-bearer (sentences, propositions, beliefs, etc.). Therefore, in-
formally, (1) establishes that the negation of 𝛼𝛼 is true if and only if 𝛼𝛼 is not 
true. As Berto (2007, 6, emphasis mine) recalls, this idea ‘expresses the 
semantics of classical negation, or the so-called exclusion condition of clas-
sical negation’.24 
 To complete the exposition of Costantini-Priest’s objection, two other 
considerations are necessary. The first is that a true contradiction for the 
dialetheist, that is, a ‘dialetheia’, is not an arbitrary conjunction between 
contradictory propositions (the conjunction of a proposition and its nega-
tion). If so, we would be considering the position of the trivialist (cf. supra) 
and not that of the dialetheist. Costantini (2018, 862, translation and em-
phasis mine) explains this point very well: 

[accepting a contradiction, i.e. the conjunction of a proposition 
and its negation, as true] does not depend merely on the fact that 
[the dialetheist] wants to identify different items [or arbitrarily 
conjoin a proposition with its negation], as we can understand 
from an example of contradiction that Priest does not accept: I 
get on the bus and I don’t get on the bus. […] Whenever it is 
asserted that ‘x is y’ is a dialetheia there must be a very specific 
reason that accounts for this assertion. But this reason is not 
always present […]. 

                                                 
24  To be more accurate, (1) should be rendered by a sentence’s (or another truth-
bearer’s) name, as Berto (2007) does: 𝑇𝑇(⌈¬𝛼𝛼⌉) ↔ ¬𝑇𝑇(⌈𝛼𝛼⌉), where ⌈𝛼𝛼⌉ is exactly the 
name of 𝛼𝛼. Furthermore, Berto correctly distinguishes 𝑇𝑇(⌈¬𝛼𝛼⌉) ↔ ¬𝑇𝑇(⌈𝛼𝛼⌉) from 
𝐹𝐹(⌈𝛼𝛼⌉) ↔ 𝑇𝑇(⌈¬𝛼𝛼⌉), namely, ‘Sentence (or any truth-bearer) 𝛼𝛼 is false if and only if 
its negation is true’ (Berto 2007, 6). Although 𝑇𝑇(⌈¬𝛼𝛼⌉) ↔ ¬𝑇𝑇(⌈𝛼𝛼⌉), namely, the 
equivalence between falsity and untruth, is more controversial than 𝐹𝐹(⌈𝛼𝛼⌉) ↔ 
𝑇𝑇(⌈¬𝛼𝛼⌉), namely, the idea that ‘false’ means just ‘…has a true negation’ (ibidem) (F 
being a falsity predicate), I will appeal to (1) when I refer to the classic or comple-
mentation account of negation throughout this paper, because, as Berto recalls, 
𝑇𝑇(⌈¬𝛼𝛼⌉) ↔ ¬𝑇𝑇(⌈𝛼𝛼⌉) expresses the exclusion condition of classical negation, that is 
exactly what Costantini (2018) points out as what makes the elenctic strategy for 
LNC a vicious question-begging argument. 



How to Defend the Law of Contradiction 157 

Organon F 31 (2) 2024: 141–182 

There must be, therefore, a specific reason to affirm the truth of a contra-
diction, and that reason must be different from the mere willingness to 
contradict oneself or from the idea (naïve or not) that reality (or our rep-
resentation of it) is contradictory. Indeed, as examples of dialetheias, Priest 
quotes logical or ontological scenarios in which, even if we try to deny the 
existence of contradictory objects or the conjunction of contradictory prop-
ositions (i.e., even if we try to apply LNC), we do not succeed (or rather, 
we succeed and not succeed; cf. infra and ibidem). We do not succeed be-
cause, in those specific logical or ontological situations, ‘Negation fails to 
exclude the specific denied content’ (Costantini, 862 footnote, translation 
mine). Priest’s examples are well known in the scientific literature: the par-
adoxes of self-reference, transition states, paradoxes in set theory, borderline 
cases of vague predicates, etc.: see, e.g., (Priest and Berto and Weber 2022, 
par.3). Each of them defies LNC, that is, ‘resists’ the mere function of ex-
clusion, thus showing that negation does not always and only express ex-
clusion, that is, ‘it does not work as expected by classical logic’ (Costantini 
2018, 855, translation mine). 

The second consideration, useful for completing the exposition of Cos-
tantini-Priest’s argument, consists of noting that ‘the claim that there are 
true contradictions is not made from a consistent perspective. Rather, that 
very claim is a true contradiction’ (Costantini, 855, translation mine). From 
the standpoint of the partial denier of LNC (the ‘clever’ or ‘dialetheist’ 
denier of LNC), even the partial negation of LNC is a dialetheia. So, the 
proposition <LNC is false> does not exhaust the content of the dialetheic 
negation of LNC, which instead also affirms the truth of LNC: <LNC is 
always true, but in some cases it is both true and false> (These are the 
aforementioned cases of logical or ontological scenarios in which the appli-
cation of classical or complementation account of negation does not work 
because it fails to express exclusion only.) 
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2. How to Reply to the Dialetheist without (Viciously)  
Begging the Question 

2.1. A Schema of Petitio Principii to Read  
Costantini-Priest’s Objection 

 In this section, I propose an argumentative schema (I will call it 
‘Schema-έ’), of which the objection of Costantini-Priest to the elenctic strat-
egy could be an example. Schema-έ will lay the ground for showing—in 
section §2.3—how one might reply to the partial denier of LNC without 
falling into a vicious circularity.25 
 The textbook definition of a question-begging argument is represented 
as follows: 

. 

. 
A 
. 
. 

——— 
A 

That is, it is an argument that contains its conclusion among its premises. 
However, we might have a question-begging argument even though the con-
clusion—say B—was not identical to one of the premises—say A, where A 
entails B: see, e.g., (Iacona-Marconi 2005, 22 ff.).26 At the same time, the 
textbook definition of petitio principii is controversial: I will come back to 
this topic at the end of §2.2. 

Priest (1998; 2020) points out that Aristotle’s elenctic defence of PNC 
or LNC (viciously) begs the question. For example, in (2020, 47, emphasis 
added), Priest writes the following: 

                                                 
25  By this, I do not intend to exhaust all the possible schemas of petitio principii 
exemplified by Costantini-Priest’s argument. However, I believe that it is more than 
sufficient to show (in §2.3) how to ‘defuse’ the charge of viciously begging the question. 
26  Coming from (Iacona-Marconi 2005, 20), the following argument, is an example 
of petitio principii where the conclusion is different from the premise: 

God created the Universe. 
————————————— 

God exists. 
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Accepting that ¬(𝐴𝐴 ∧ ¬𝐴𝐴), or the stronger ¬ ◊ (𝐴𝐴 ∧ ¬𝐴𝐴), does 
not rule out accepting (𝐴𝐴 ∧ ¬𝐴𝐴). Of course, to do so is a contra-
diction. But one cannot rule this out without supposing that one 
cannot accept a contradiction—which is exactly what is at issue 
in disputes with the dialetheist. 

Costantini (2018) argues that LNC is already one of the premises of the 
elenctic argument (therefore, making it a vicious question-begging argu-
ment) because the appeal to elenctic refutation is based on a certain account 
of negation, that is, the classical negation (or what has been called the 
‘complementation account’, cf. supra §1.2). We can read Costantini’s ob-
jection to the elenchus as a sort of focus on the reason why LNC is already 
assumed among the premises of the elenchus itself.27  

As I anticipated in the previous section, let us indicate with ‘(1)’ one of 
the premises of the elenctic refutation, specifically the above-mentioned 
classic account of negation, that is, the theoretical background assumption 
that negation always expresses only exclusion (cf. §1.2). Then, we can ob-
tain the following schema for the elenctic strategy: 

 Schema-έ 

(1)  𝑇𝑇(¬𝛼𝛼) ↔ ¬𝑇𝑇(𝛼𝛼) [Assumption] 
(2)  (𝛼𝛼 ∧ ¬𝛼𝛼) [Assumption] 
(3)  (𝛼𝛼 ∧ ¬𝛼𝛼) → ¬(𝛼𝛼 ∧ ¬𝛼𝛼) [By self-refutation of (2)]28  
Therefore, 
(4)  ¬(𝛼𝛼 ∧ ¬𝛼𝛼) [2,3, Modus Ponens]29  

                                                 
27  I think (although I am not sure) that Priest would agree with Costantini’s crit-
icism of the elenchus. Costantini’s (2018; 2020) criticism is substantially based on 
(Priest 1979; 1998). Further, the charge of vicious question-begging assigned to the 
elenctic strategy already occurs in (Priest 1998) (although with several differences 
that are beyond the scope of this paper). Again, that is why I have chosen the term 
‘Costantini-Priest’s objection’ rather than simply ‘Costantini’s objection’. 
28  With ‘self-refutation’ I refer to the idea by (Bardon 2005)—cf. §1.2—and the 
implication between contradiction and LNC (cf. §1.1). 
29  To get the conclusion (4), one might alternatively appeal to the propositional 
reductio such that, if p ⊢ ¬p, then ⊢¬p. But this line of reasoning, which is essen-
tially equivalent to the well-known reductio ad absurdum, already presupposes the 
truth of LNC, as noticed in §1.1, echoing (Perelda 2020, 13). Therefore, the use of 
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Assumption (1) represents the complementation account of negation, 
according to which ¬𝛼𝛼 has whatever content 𝛼𝛼 does not have, i.e., 𝛼𝛼 means 
something different from ¬𝛼𝛼 (Priest 1998, 117, and 2020, 52). The same 
assumption (1) can also be expressed as Costantini (2018, 857) claims: ‘Ne-
gation is an operator behaving consistently’, i.e., ‘Negation always and only 
expresses (or means or implies) exclusion’. 

Assumption (2) is what the denier of LNC intends to state. We need to 
assume (2) precisely because the elenctic strategy is supposed to be a de-
fense against the denier of LNC. 

The implication occurring in (3) is the core of the elenctic strategy. It is 
reasonable to infer (3), by self-refutation of (2), as far as the necessary 
condition of (𝛼𝛼 ∧ ¬𝛼𝛼) is the difference between what 𝛼𝛼 and ¬𝛼𝛼 respectively 
mean. Indeed, if 𝛼𝛼 meant the same as ¬𝛼𝛼, then their conjunction would not 
be a real contradiction. As we have already seen (cf. supra and §§1.1-1.2), 
the complementation account of negation reads negation always and only 
as exclusion, such that ¬𝛼𝛼 has whatever content 𝛼𝛼 does not have. From the 
elenctic strategy standpoint, the negation of LNC (the antecedent of the 
implication occurring in (3)) implies LNC itself (the consequent), as I al-
ready pointed out (cf. §1.1). That means that who in actu signato claims 
any contradiction is in actu exercito denying the contradiction itself, therefore 
affirming the truth of LNC. In a nutshell, the denial of LNC is self- refuting. 
In §1.2, I accounted for this ‘mechanism’ of self-refutation following Bardon 
(2005, 73 ff.), who better clarifies this self-refutation in terms of self-stultifying 
propositions, whereby the implication between (𝛼𝛼 ∧ ¬𝛼𝛼) as antecedent and 
¬(𝛼𝛼 ∧ ¬𝛼𝛼) as consequent could be epistemically understood. 

                                                 
that rule would not be fit to account for the elenctic strategy. Furthermore, I prefer 
to use modus ponens because I am fairly convinced that it is one of the most intuitive 
and universal rules of inference we can appeal to. Azzouni (2013, 3177) includes 
modus ponens (in its sentential version: [α and (α only if ß) only if ß]) in a set of 
logical steps and principles that ‘any ordinary person will find intuitively unexcep-
tionable’. Of course, someone could challenge them (and indeed it happened). Yet, 
if those principles are introduced to an interlocutor in an appropriate manner, then 
she/he should accept them (Azzouni 2013, 3178). Azzouni’s standpoint looks even 
more interesting if compared to the elenctic defense of LNC, as far as he famously 
holds that natural language is logically inconsistent: see, e.g., (Azzouni 2013). 
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Conclusion (4) comes from modus ponens. 
Let us focus again on the implication occurring in (3), the key step of 

the elenctic strategy. Appealing to Costantini’s approach, one can object 
that the proponent of the elenchus affirms that ¬(𝛼𝛼 ∧ ¬𝛼𝛼) is the necessary 
condition of (𝛼𝛼 ∧ ¬𝛼𝛼) because she has already assumed what she needs to 
prove, i.e., the complementation account of negation, that is, that no prop-
osition can be true and not-true (untrue) at the same time and in the same 
respect.30 Indeed, the self-refutation of (2), resulting in the step (3), needs 
some theoretical background assumptions or background presuppositions, as 
Bardon (2005) notes about self-refuting propositions in general: cf. §1.2, 
where I proposed to read Costantini’s objection by including the comple-
mentation account of negation—represented by (1) in my Schema-έ—
among the theoretical background assumption of self-refutation.31 What jus-
tifies the key step of the elenctic strategy is the idea that the necessary 
condition to hold a contradiction is the LNC itself. But the entire Schema-
έ is viciously question-begging: assumption (1) and the conclusion (4) refer 
to the same idea. Generally, they say that it is the case that 𝛼𝛼 is different 
from it is the case that ¬𝛼𝛼. In (1), this idea is expressed as a logical equiv-
alence between exclusion and negation (cf. §1.2), whilst in (4) the same idea 
is expressed by denying the conjunction of 𝛼𝛼 and ¬𝛼𝛼. Yet, both (1) and (4) 
somehow express what LNC essentially affirms, i.e., that ¬𝛼𝛼 always and only 
excludes 𝛼𝛼. If what premise (1) refers to is the same idea what conclusion (4) 
refers to, then the Schema-έ viciously begs the question. As Costantini (2018, 
867-868, translation mine) says: 

[I]f it is already assumed [...] that negation always behaves only 
consistently [i.e., that negation always and only expresses or 
means exclusion], then the elenchus proves that there can be no 
true contradictions. Yet, if one wants to avoid such a petitio prin-
cipii (for example by trying to prove exactly the assumption that 
negation always behaves only consistently), then the elenchus 

                                                 
30  I use the terms ‘not-true’ or ‘untrue’ due to the equivalence between falsity and 
untruth in the classic account of negation (cf. §1.2). 
31  Therefore, step (3) also depends on (1), i.e., the exclusion condition of classical 
negation (cf. §1.2). 
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cannot bring any additional contribution to the defense of LNC, 
which is not already present in LNC itself. 

 For a better understanding of Schema-έ and why it viciously begs the 
question, I would focus further on (3): 

 (3)  (𝛼𝛼 ∧ ¬𝛼𝛼) → ¬(𝛼𝛼 ∧ ¬𝛼𝛼) 

Now, let us consider an instance of 𝛼𝛼, such that ‘𝛼𝛼’ stands for <x=y> and 
‘¬𝛼𝛼’ stands for <x≠y>, as far as, in light of the classic account of negation 
expressed by (1), ‘it is true that it is not the case that <x=y>’ is logically 
equivalent to ‘it is not true that it is the case that x is identical to y.’ As 
the reader will remember, <x=y> or <x is identical to y> can be under-
stood as an act of identifying two different items, ultimately referring to an 
(impossible) contradictory object x: x≠x (see §1.1). 

Therefore, we obtain: 

Schema-έ with ‘𝜶𝜶’ standing for <x=y> 

(1*) T(<x≠y>) ↔ ¬T(<x=y>) [Assumption]  
(2*) (<x=y> ∧ <x≠y>) [Assumption]32  
(3*) (<x=y> ∧ <x≠y>) → ¬(<x=y> ∧ <x≠y>) [By self-refutation of 

(2*)]  
Therefore 
(4*) ¬(<x=y> ∧ <x≠y>) [(2*), (3*), Modus Ponens] 

Let us consider the following notable excerpt by Costantini (2020, 102-103): 

The key point in Severino’s argument is that the sentence ‘x=y’ 
is an authentic negation of LNC only if x and y are not synonyms, 
i.e. only if ‘x=y’ is grounded in ‘x≠y’. In other words, to have a 

                                                 
32  It might be interesting to note that two contradictions occur here. The first is 
due to the main conjunction. The second is ‘internal’ to the left conjunct because 
<x=y> should be read as an identification of two different items, so that the left 
conjunct turns out to be <x≠x> and <y≠y>, as I pointed out in §1.1, following 
(Severino [1964] 1982), and—to some extent— (Oliver and Smiley 2013). Of course, 
<x≠x> and <y≠y> are, in fact, two violations of the Law of Identity, namely, 
∀x(x=x), and their ‘content’ is given by (impossible) contradictory objects (non-
self-identical things). 
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contradiction, one must claim that x and y are distinct (x≠y) and 
not distinct (x=y). The relation between the two contradictory 
sentences is one of grounding (‘x≠y’ grounds ‘x=y’). This means 
that there is an asymmetry: ‘x≠y’ may be true without ‘x=y’ 
being true, but not vice versa: in order to claim ‘x=y’ to be true 
(and to be an authentic negation of the LNC), the claim ‘x≠y’ 
must be true too. The verb ‘must’ in the last sentence indicates 
that the truth of ‘x≠y’ is a necessary condition for the truth of 
‘x=y’. According to Severino, acknowledgement of the last point 
is enough to show that the denier of the LNC is wrong: her denial 
is grounded on what she is denying, and consequently the denial 
cannot be true. 

Here, I want to anticipate and emphasize that—for the purposes of my 
paper—the relevance of this passage consists of its use of both the grounding 
relation and the necessary condition relation (only if). These are exactly 
the two points that my counter-objection will rely on (see §2.3). For the 
moment, though, let us just recall that, according to Severino, the act of 
identifying two different items implies the original difference of those two 
items (see §1.1). As Costantini (2020) correctly represents: 

<x=y> → <x≠y> 

To obtain this implication within the above application of Schema-έ, we 
just need to apply conjunction elimination to (2*) and then reiterate the 
self-refuting ‘mechanism’ for contradiction (already used in (3*)), assuming 
that <x=y> is ultimately a contradiction such that x is not identical to x 
and y is not identical to y: 

(5*) <x=y> [(2*), conjunction elimination] 
(6*) <x=y> → <x≠y> [By self-refutation of (5*), assuming that 

<x=y> is a contradiction under specific conditions (cf. §1.1)] 
(7*) <x≠y> [(5*), (6*), Modus Ponens] 

Following (Severino [1964] 1982) and (Costantini 2018; 2020), I read (5*) 
as a contradiction of the sort of <x≠x> (as well as <y≠y>). Therefore, (6*) 
is exactly what Costantini points out as the core of Severino’s elenctic strat-
egy. The antecedent occurring in (6*) is a way to deny LNC as far as ‘x’ 
and ‘y’ do not refer to the same object, yet they are identified (e.g., <the 
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color red is identical to the color green>). This identification can also be 
thought as a denial of the Law of Identity because, if y ‘picks up’ a different 
object (say, the color green) from what x denotes (say, the color red), then 
identifying x and y means affirming that x is not itself (e.g., <the color red 
is not identical to the color red>), since ‘y’ is supposed (by Severino) to 
denote an object that is not identical to any object denoted by ‘x’. In a 
nutshell, we can also think of the antecedent occurring in (6*) as <x≠x> 
(and, ceteris paribus, <y≠y>). 

The consequent occurring in (6*) might be thought as an instance of 
LNC. Indeed, as we have seen in §1.1, according to Severino [1964] (1982), 
a way to express LNC consists in recognizing the difference of those items 
that are, de facto, thought of as different. In a nutshell, the essence of a 
contradiction is the identity between (or, better, the act of identifying) two 
different items that are originally thought of as different. That’s why Sev-
erino holds that the difference of any two different items is the necessary 
condition of any contradictory act of identifying them. This necessary con-
dition relation can be exactly expressed by an implication between the iden-
tification of two different items (<x=y>) and their difference (<x≠y>). As 
Costantini (2020, 103) points out, ‘x=y’ requires the truth of ‘x≠y’, and 
‘[t]he fact that ‘x=y’ requires the truth of ‘x≠y’ implies that ‘x=y’ is simply 
false’ (ibidem). Yet, as Costantini (2020, 103, emphasis mine) notes, 

In classical logic, of two contradictory statements [viz. in our case 
‘x=y’ and ‘x≠y’] only one can be true. But if negation is to be 
understood as classical, then the argument is a petitio principii, 
because the dialetheist will argue that negation does not behave 
classically when dealing with true contradictions. 

Therefore, following Costantini’s line of reasoning, we can conclude that 
Severino’s elenctic strategy against the existence of contradictory things 
(any object x such that x≠x) is viciously question-begging, as far as the 
elenchus already assumes as true the complementation account of negation 
that shall be proved. Indeed, the ‘culprit’ of vicious circularity is that the-
oretical background assumption, i.e., (1) or—in this specific case—its exem-
plification (1*), conveying the classic account of negation, which (implicitly) 
is at work in (6*) in the form of a necessary condition relation for an au-
thentic act of identification between two terms denoting two originally  
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different items. As we have seen for the general Schema-έ, also in this spe-
cific instance of the schema petitio principii occurs: what (1*) refers to is 
essentially what (4*), namely, an exemplification of LNC, refers to. That 
is, broadly speaking, the idea that it is the case that <x=y> is different 
from it is the case that <x≠y>. 

In the last section of the article, we will examine in detail how to prevent 
the elenctic strategy from raising to a petitio principii (namely, how to reply 
to a dialetheist without viciously begging the question). First, however, it 
is necessary to introduce (in §2.2) the account that I will apply to better 
understand the elenctic strategy (in §2.3), which consists of some thoughts 
by Moore (1953) and the relevant comments by Lemos (2004) about 
Moore’s famous ‘proof of an external world’,33 also charged with vicious 
circularity. I call this interpretive model the ‘Moore-Lemos account’. 

2.2. The Moore-Lemos Account and My Adjustments  
in Terms of Grounding 

In response to those who charged Moore of vicious circularity for his 
‘proof of an external world’, Moore ([1953] 1993, 77) writes:34  

Obviously, I cannot know that I know the pencil exits, unless I 
do know the pencil exists; and it might, therefore, be thought 
that the first proposition can only be mediately known—known 
merely because the second is known. But it is, I think, necessary 
to make a distinction. From the mere fact that I should not know 

                                                 
33  As is known, Moore’s argument for proving the existence of an external world 
goes as follows. I use the version that appears, e.g., in (Lemos 2004, 85): 

Here is one hand. 
Here is another hand. 

—————————————————— 
Therefore, there are external objects. 

Cf. (Moore 1939): 
(1) Here are two hands. 
(2) If hands exist, then there is an external world. 
So there is an external world. 

34  In the quote, the external object is a pencil. In the best-known version, the 
external objects are Moore’s own two hands. 
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the first, unless I knew the second, it does not follow that I know 
the first merely because I know the second. And, in fact, I think 
I do know both of them immediately. 

Setting the content of the argument about the external world aside, 
what I want to stress here is Moore’s distinction between knowing a prop-
osition p (which works as a premise) only if (viz. unless) you (already) know 
the proposition q (which works as a conclusion) and knowing that same 
proposition p because you (already) know q. According to Lemos (2004, 90, 
emphasis mine): 

Moore denies that the proposition ‘S knows that p only if S knows 
that q’ implies ‘S knows that p because S knows that q’. From 
the fact that one knows that p only if one knows that q it does 
not follow that one knows that p on the basis of one’s knowing 
that q or that q is one’s reason for believing that p. 

As we will see shortly, Lemos speaks both in terms of knowledge and in 
terms of belief. In fact, knowledge is traditionally treated as justified true 
belief. For the sake of this paper, then, I just need to consider belief. We 
therefore have the first tenet of what I call ‘the Moore-Lemos account’: one 
believes that p only if one believes that the proposition that q neither im-
plies (non sequitur) (i) that the belief that p is based on the belief that q, 
nor (ii) that q is the reason why one believes that p. Regarding this tenet, 
one should keep in mind that the occurrence of ‘only if’ exemplifies a nec-
essary- condition relation, and that the occurrence of ‘being based on’ is 
equivalent to the use of ‘because’. In a little bit, I will argue that the latter 
might exemplify a grounding relation, provided we introduce some appro-
priate adjustments (cf. infra). For the moment, though, let us focus on 
Lemos’ account. 

Lemos (2004, 90, emphasis mine) distinguishes two senses of epistemic 
dependence: 

Let us distinguish two senses in which one proposition can be 
‘epistemically dependent’ on another. In the first sense, p is epis-
temically dependent1 on q just in case one is justified in believing 
(or knows) p only if one is justified in believing (or knows) q. […] 
But in a second sense, p is epistemically dependent2 on q just in 
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case one is justified in believing (or knows) p on the basis of one’s 
being justified in believing (or knowing) q. 

The fact that p is epistemically dependent1 on q does not imply that p is 
epistemically dependent2 on q. Let us clarify this difference with an example 
by Lemos (2004, 90) himself. Consider the argument, ‘I think; therefore, 
someone thinks’: 

p = <I think> 
q = <Someone thinks> 
S is an epistemic agent who might believe p or q. 

According to Lemos, the proposition <I think> is epistemically dependent1 
on the proposition <Someone thinks>. S believes <I think> only if S be-
lieves <Someone thinks>. Yet, the proposition <I think> is not epistemi-
cally dependent2 on the proposition <Someone thinks>: S does not believe 
<I think> because she believes <Someone thinks>. 

Another example might be extracted by the following argument: ‘God 
created the Universe; therefore, God exists’ (Iacona-Marconi 2005, 20). Ap-
plying Lemos’ above-mentioned distinction, S believes <God created the 
Universe> only if she believes <God exists>: there is an epistemic depend-
ence1 relation between the premise and the conclusion of the argument. 
Yet—using Lemos’ account—S does not believe that God created the Uni-
verse because she believes that God exists.35  

To better understand this distinction, I think we need to introduce some 
adjustments to Lemos’ (2004) account in terms of grounding. We will see 
that, in my reading, the epistemic dependence2 does not hold between prop-
ositions (as does the epistemic dependence1) but holds between (metaphys-
ical and epistemic) facts. Hence, the epistemic dependence2 becomes a kind 
of grounding relation. In doing so, I am going to change Lemos’ conception 
of epistemic dependence2 slightly but quite substantially. Let us see how. 
Indeed, neither Moore nor Lemos speak in terms of (metaphysical) ground-
ing as the most recent literature does in the treatment of phrases, operators, 
or relations such as: ‘because’, ‘in virtue of’, ‘on the basis of’, and the like. 

                                                 
35  Another example from Moore himself is exactly the perceptual knowledge that 
this is a pencil, which I have already recalled before (cf. supra §2.2.). 
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Before proceeding, I need to clarify which account of grounding might 
be suitable for the sake of this paper. As it is known, grounding is usually 
taken to be a ‘a form of constitutive (as opposed to causal or probabilistic) 
determination or explanation’ (Bliss and Trogdon 2021, introduction) be-
tween entities (e.g., facts). There are two broad understandings of ground-
ing, according to one’s attitude to either determination or explanation. Ra-
ven (2015, 326) calls them, respectively, ‘separatism’ and ‘unionism’, be-
cause the former separates grounding from metaphysical explanation, whilst 
the latter unifies them. Theorists of unionism, indeed, conceive grounding 
as a form of (metaphysical) explanation: <x grounds y> means <x explains 
y>. Theorists of separatism conceive grounding as a form of (metaphysical) 
determination: <x grounds y> means <x determines y>, namely, <x non-
causally generates, produces, or brings about y>: see (Bliss and Trogdon 
2021, §1.1); (Thompson 2019, 99-101). For the sake of this paper, I assume 
a unionist account of grounding, as far as Lemos’ (2004) treatment of the 
original Moorean distinction (between ‘because’ and ‘only if’: see above 
§2.2) is explicitly epistemic, and the notion of (metaphysical) explanation 
seems to be exactly an epistemic affair as well (Thompson 2019, 101-103;). 
Moreover, I assume that grounding relations hold between facts, namely, 
obtaining states of affairs, rather than between truth-bearers (propositions, 
statements, or whatever).36 As Raven (2015, 326) notes, ‘Somehow, ground 
is metaphysical because it concerns the phenomena in the world itself, but 
also explanatory because it concerns how some phenomena hold in virtue of 

                                                 
36  For example, Audi’s (2012) account of grounding establishes that the relation of 
grounding holds between facts, not between propositions (or other truth-bearers), 
where facts are what make propositions (or other truth-bearers) true. Audi’s account 
belongs to so-called separatism because it understands grounding in terms of deter-
mination that backs explanation, whereas in this paper I have assumed a unionist 
approach. I think the reader might overlook this incongruity, since a fine-grained 
treatment of grounding is beyond the scope of this paper. Furthermore, we should 
remember that unionism and separatism might be intertwined if we conceive ground-
ing as explanation (unionism) as backed by grounding as determination (separatism). 
However, as Bliss and Trogdon (2021, §1.1) notice, even if we agree that grounding 
is both explanation and determination, ‘there still may be substantive reasons to go 
with one view rather than the other’ (ibidem). 
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others.’ Therefore, although I chose an epistemological approach to ground-
ing to be closer to Lemos’ (2004) reading of ‘epistemic dependence2’, my 
choice could be compatible with a metaphysical approach, as far as the 
epistemic relation between facts is exactly a relation between facts, holding 
between worldly phenomena. 

When speaking of grounding and explanation, this combination of met-
aphysics and epistemology is wisely treated by Thompson (2019). According 
to her, although metaphysical explanations concern worldly (objective) re-
lations (in my assumption: relations between worldly facts), they should 
not be isolated by our (subjective) epistemic constraints: see especially 
(Thompson 2019, 101-103; 108). In particular, Thompson’s (2019, 102, em-
phasis mine) approach to metaphysical explanation, namely, to what I as-
sume grounding relations are,37 introduces the above-mentioned epistemic 
constraints in forms of ‘background beliefs and theoretical commitments of 
the explanation seeker (and perhaps also of the explanation giver)’. The 
reader should note the relevant agreement between what I called theoretical 
background assumptions or background presuppositions, following (Bardon 
2005)—see above §§1.2; 2.1—and what Thompson (2019) calls ‘background 
beliefs and theoretical commitments.’ For the sake of this paper, the most 
important theoretical commitment in question is the classic account of ne-
gation (see above §§1.2; 2.1). I will come back to this point later. 

Finally, I assume that grounding relations are always (or almost always) 
transitive, irreflexive, and asymmetric.38  

Provided with this account of grounding, or at least with these minimal 
desiderata for a hypothetical account of grounding, we can reinterpret 
Lemos’ (2004) distinction between epistemic dependence1 and epistemic de-
pendence2 as follows: 

                                                 
37  Thompson (2019) does not make this assumption, developing her own account 
of metaphysical explanation regardless any particular view of grounding. 
38  There are other properties usually assigned to grounding relations (e.g. hyperin-
tensionality, non-monotonicity, etc.) that are beyond the scope of this paper. Also, 
there are accounts of grounding relations that excludes such a relation to be irreflex-
ive or asymmetric, for example. Again, these issues are beyond the scope of this 
paper. 
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(Epistemic dependence1): the proposition p is epistemically dependent1 
on the proposition q =def p only if q, where p, q are the contents of S’s 
beliefs. 

(Epistemic dependence2*): the fact that S believes that p is epistemically 
dependent2* on the fact that S believes that q =def the fact that S believes 
that p is grounded in the fact that S believes that q. 

Propositions p and q are the contents of S’s beliefs; the grounding relation 
occurring in the definiens of the epistemic dependence2* should be read 
through the lens of the account of grounding assumed before. The reader 
should notice the relevant difference between the two epistemic relations: 
the epistemic dependence1 is a relation that holds between propositions that 
are believed by an epistemic agent; instead, the epistemic dependence2* is a 
relation that holds between facts (whilst Lemos’ (2004) account conceives 
epistemic dependence2 as a relation between propositions). In a nutshell, 
the epistemic dependence1 concerns a material implication between propo-
sitions, whilst the epistemic dependence2* concerns a grounding relation (as 
metaphysical explanation) between facts (where the metaphysical explana-
tion is at the same time epistemically constrained, since I partially assumed 
Thompson’s (2019) account: see above). 

In §2.3, I will apply these relations (epistemic dependence1 and epistemic 
dependence2*) to our relevant case, namely, the elenctic strategy (as for 
Schema-έ). 

The second tenet of the Moore-Lemos account is a definition of petitio 
principii: an argument is circular (in the vicious sense) if the belief in one of 
its premises is based on the belief in its conclusion. This definition39 seems 
adequate to understand the basic idea of the vicious circularity argument 
exemplified by the Schema-έ of the elenchus as exactly a petitio principii (cf. 
§2.1). Following the Moorean distinction between ‘only if’ and ‘because’, or, 
better, the non sequitur already mentioned above, it is necessary to distin-

                                                 
39  Cf. Lemos (2004, 88-89, emphasis mine): ‘Suppose we say that an argument begs 
the question if knowledge of a premise is based on knowledge of the conclusion’. 
Lemos here speaks in terms of knowledge but he immediately after speaks in terms 
of beliefs too (see ibidem, 90). 
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guish in turn between a) an argument whose logical form establishes a nec-
essary condition relation between conclusion (q) and one of the premises (p), 
such that the necessary condition for believing that p is (already) believing 
that q; and b) an argument that has a logical form such that an asymmetric 
relation holds between the fact that an epistemic agent S believes the conclu-
sion and the fact that S believes one of the premises: in other words, the belief 
that p is based on the belief that q. Lemos (2004) proposes that the argument 
of kind (b) is viciously question-begging, as opposed to that the argument of 
kind (a). Moore’s ‘proof of an external world’ was discredited as being a pe-
titio principii precisely because it was traced back to the argument of kind 
(b) by some of its critics (see ibidem). (In the next section, I will show how 
even the elenctic strategy—represented by Schema-έ—can avoid the charge 
of vicious circularity precisely because of this distinction between (a) and 
(b)). According to my adjustment of Lemos’ (2004) epistemic dependence2 in 
terms of a certain understanding of grounding relations (see above: epistemic 
dependence2*), we might state that the argument of kind (b) is viciously cir-
cular as far as the fact that S believes the conclusion (q) grounds the fact that 
S believes one of the premises (p). 

We assume (following Lemos) that epistemic dependence1 does not give 
rise to a petitio principii, whereas epistemic dependence2*, namely, my 
reading of Lemos’ (2004) epistemic dependence2 in terms of grounding re-
lations, does give rise to a petitio principii. 40 

In summary, the tenets that comprise my reading of Moore-Lemos ac-
count (hereinafter ‘ML account’ or just ‘ML’), handy for the next section, 
are the following: 

                                                 
40  Lemos (2004, 91) uses this assumption to defend Moore’s ‘proof of an external 
world’. For the sake of completeness, note that Lemos also hypothesises the objection 
that an argument could (viciously) beg the question even if one of the premises 
epistemically depended1 on the conclusion. Even then, he argues, Moore’s ‘proof of 
an external world’ might not be a petitio principii (cf. ibidem.). However, here I do 
assume that an argument viciously begs the question when a grounding (asymmetric) 
relation holds between the fact that an epistemic agent believes one of the premises 
and the fact that the very same epistemic agent believes the conclusion, whereas 
there is no petitio principii when the relationship between the conclusion and prem-
ise is a necessary condition relation between propositions (p only if q). 
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(ML1) If the premise of an argument is epistemically dependent on 
the conclusion of that argument, then the epistemic dependence can 
be either a necessary condition relation between propositions (under-
stood as contents of beliefs), or a grounding relation between facts. 

(ML2) From the fact that one believes the proposition that p only if 
(necessary condition relation) one believes the proposition that q, it 
does not follow that the fact that an epistemic agent S believes that 
p is grounded in the fact that S believes that q. 

(ML3) An argument in which one of its premises p is epistemically 
dependent on its conclusion q is viciously circular (i.e., a petitio prin-
cipii) when the epistemic dependence exemplifies a grounding (asym-
metric) relation between facts (what I have called ‘epistemic depend-
ence2*’) but not when the epistemic dependence exemplifies a neces-
sary condition relation between propositions (what Lemos calls ‘ep-
istemic dependence1). 

Before moving forward, it is worth considering the relationship between 
valid arguments and instances of petitio principii. As for example Iacona 
and Marconi (2005) point out, the philosophical literature does not undis-
putably place the border between valid arguments and invalid arguments 
in the case of question-begging arguments. Indeed, ‘Although it is uncon-
troversial that there is something wrong with begging the question, it is not 
clear from those definitions what is wrong’ (Iacona and Marconi, 2005, 19). 
Since the ML account deals with petitio principii in terms of epistemic 
dependence, I assume that question-begging arguments should be assessed 
epistemically, as Lemos (2004) does, and in accordance with my above read-
ing in terms of grounding whereby the relation of grounding is both a sort 
of metaphysical and epistemological explanation. Iacona and Marconi 
(2005) clearly summarize this kind of approach into petitio principii, origi-
nally based on (Sanford 1972), as follows (although they propose a different 
approach in the pars construens of their article): 

According to a rather popular line of thought […] begging the question is 
to be defined in terms of some epistemic relation between one or more 
premises and the conclusion. One way of putting things consists in saying 
that the relation involves the actual beliefs of the person to whom the 
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argument is addressed. In this vein, a question-begging argument may be 
defined as an argument addressed to someone who believes one or more of 
the premises only because he already believes the conclusion, or to someone 
that would believe one or more of the premises only if he already believed 
the conclusion (Iacona and Marconi 2005, 25, emphasis mine). 

About this definition, it is worth underlining that both a sort of epistemic 
grounding relation (‘[…] only because […]’) and a necessary condition rela-
tion (‘[…] only if […]’) are mentioned: the reader can easily note that these 
may be those kinds of epistemic dependence relations that we have found 
in the ML account, and especially in my reading of Lemos’ account (in my 
reading: epistemic dependence2*, rather than Lemos’ own epistemic depend-
ence2). This parallels the claim that an argument begs the question when 
the epistemic dependence exemplifies a grounding (asymmetric) relation but 
not a necessary condition relation (ML3). For the sake of my argument, 
this is a relevant difference between Sanford’s definition of (putative vi-
cious) question-begging arguments (where grounding or necessary-condition 
relations between a premise and a conclusion might generate a petitio prin-
cipii) on the one hand, and both the original ML’ definition and my reading 
of it (where only grounding might generate a petitio principii) on the other 
hand. 

2.3. A Reply to the Partial Denier of the Law  
of Non-Contradiction 

In this section, I will apply the ML account to reinterpret Schema-έ 
(occurring in §2.1) which expresses Costantini-Priest’s objection, that is, 
the thesis that the elenctic strategy is a petitio principii. Using the ML 
account, we will see in what sense the elenctic refutation of LNC’s denier 
does not give rise to a petitio principii. This means providing a non-ques-
tion-begging reply to the denier of LNC. 

Let us recall Schema-έ: 

(1)  𝑇𝑇(¬𝛼𝛼) ↔ ¬𝑇𝑇(𝛼𝛼) [Assumption] 
(2)  (𝛼𝛼 ∧ ¬𝛼𝛼) [Assumption] 
(3)  (𝛼𝛼 ∧ ¬𝛼𝛼) → ¬(𝛼𝛼 ∧ ¬𝛼𝛼) [By self-refutation of (2)]  
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Therefore, 
 (4)  ¬(𝛼𝛼 ∧ ¬𝛼𝛼) [(2), (3), Modus Ponens] 

We can apply the ML account to read Schema-έ, focusing on the epistemic 
relation that holds between the premise (1), i.e., the classic account of ne-
gation, and the conclusion (4), i.e., LNC, according to which there are no 
true contradictions. (For easier reading, consider that, here, (1) represents 
the premise p, and (4) represents the conclusion q of the general explanation 
of the ML account). Indeed—as I pointed out in §2.1—the (putative) petitio 
principii occurs because the elenctic defender of LNC already assumes the 
conclusion (4), i.e., LNC itself, in order to believe (or understand) the prem-
ise (1), i.e., the classic account of negation. Now, recalling ML1, ML2, and 
ML3 together with the propositions of Schema-έ, my argument to defuse 
petitio principii accusation runs as follows: 

(A1) Premise (1) is epistemically dependent on the conclusion (4) 

(A2) Given an epistemic agent S, the epistemic dependence relation 
occurring in (A1) can be read either as a necessary condition re-
lation between propositions that are believed by S ((1) only if 
(4)), or as a grounding relation (the fact that S believes (1) is 
grounded in the fact that S believes (4)) 

(A3) Premise (1) is true only if the conclusion (4) is true. 

(A4) From the fact that S believes premise (1) only if S (already) or 
believes the conclusion (4), it does not follow that S believes the 
premise (1) because S believes the conclusion (4). 

Therefore, 
(A5) Schema-έ does not viciously beg the question. 

Let us assess this line of reasoning. According to the ML account, the epis-
temic dependence1 does not give rise to any petitio principii. (A1) is my 
starting point as far as I need to reply to Costantini- Priest’s objection that 
the elenctic strategy viciously begs the question. In fact, I concede that 
there is an epistemic dependence between (1) and (4). (A2) is obtained by 
applying (ML1) to (1) and (4). (A3) represents how I mean to read the 
epistemic dependence between (1) and (4) in Schema-έ: negation always 
and only expresses exclusion, or negation is an operator that behaves  
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consistently, only if there are no true contradictions. In a nutshell, believing 
premise (1) epistemically depends1 on the conclusion (4).41 (A4) is obtained 
by applying (ML2) to (1) and (4). Let us check how. Let us consider the 
following: 

i. The propositional content of (1) is <The complementation account 
of negation is true>.  

ii. The propositional content of (4) is <LNC is true>. 
iii. S is an epistemic agent who might believe propositions p (premise 

of Schema-έ) or q (conclusion of Schema-έ) 

By (ML2), from the fact that S believes (1) only if she believes (4) it 
does not follow that S believes (1) because she believes (4), where the oper-
ator ‘only if’ can be read as an epistemic dependence1, whilst the operator 
‘because’ can be read as an epistemic dependence2*. In other words, the fact 
that the truth of LNC is the necessary condition of the truth of the classic 
account of negation does not entail that LNC (metaphysically and epistem-
ically) grounds the classic account of negation. The rationale of conclusion 
(A5) is (ML3). 

Schema-έ would indeed give rise to a vicious circularity if we replaced 
assumption (A3) with the following (A3*): 

(A3*) Premise (1) is true because the conclusion (4) is true, namely, the 
fact that S believes premise (1) is grounded in the fact that S 
believes the conclusion (4). 

In this case, we would obtain an epistemic dependence2* between (1) and 
(4). Consequently, by (ML3): 

(A5*) Schema-έ viciously begs the question. 

So, whilst the latter reading of Schema-έ gives rise to a petitio principii, 
the former reading—{A1; A2; A3; A4; A5}—does not viciously beg the 
question. 

                                                 
41  About the difference between epistemic dependence1, epistemic dependence2, and 
epistemic dependence2*, see §2.2. 
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Similar considerations can also be made when ‘𝛼𝛼’ stands for <x=y>, 
namely, when our focus is on the act of identifying different items (x, y) 
or—in a nutshell—when we refer to contradictory objects (non-self-identical 
things) such as x≠x (cf. §1.2). In this case our focus is on what Severino 
(2005, passim) calls ‘the content of a contradiction’, namely, the identity of 
different items that, de facto, turn out to be a contradictory object. As 
Costantini (2018; 2020) effectively highlights, the core of Severino’s elenctic 
strategy is represented by the implication below (cf. §1.2 and §2.1): 

(6*) <x=y> → <x≠y> 

If we compare Costantini’s reconstruction of Severino’s elenctic strategy 
(Costantini 2020, 102- 103) with the ML account, we immediately notice 
that both the necessary condition relation (only if) and the grounding rela-
tion appear in it. It seems to me, however, that these two kinds of relation 
are not properly separated in his argument, as Costantini uses the ‘id est’ 
(ibidem, 102) just to explain that the necessary condition relation resolves 
into a grounding relation between the two sentences—‘x=y’ is grounded in 
‘x≠y’—or between the two related propositions, or, again, according to my 
reading of the ML account, between the fact that an epistemic agent S 
believes one proposition and the fact that S (already) believes the other. 
Meanwhile, the ML account invites us to distinguish the two relations 
within a given argument (see ML1 and ML2). If we apply the ML account, 
especially the distinction between epistemic dependence1 and epistemic de-
pendence2*, in reading the reconstruction by Costantini (2020) of Severino’s 
elenctic strategy, then we have the following: 

(C1) Where Costantini (2020, 102, emphasis mine) writes ‘the sentence 
‘x=y’ is an authentic negation of LNC only if x and y are not synonyms’, 
we can understand this to mean that the proposition <x=y> is epistem-
ically dependent1 on the proposition <x≠y> (notwithstanding the fact 
that the identity between x and y must be understood as an effective or 
authentic contradiction). Therefore, <x=y> → <x≠y>, where <x≠y> 
is a necessary condition of <x=y>, as Costantini also observes. 

(C2) Where Costantini writes that ‘x=y’ is grounded in ‘x≠y’ (ibidem), 
we can understand this to mean that the fact that S believes the  
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proposition <x=y> is epistemically dependent2* on the fact that S be-
lieves the proposition <x≠y>. 

(C3) Where Costantini (2020, 102-103) writes (or at least suggests) that 
<x=y> is grounded in <x≠y>, we can understand this to mean that S 
believes that <x=y> because or on the basis of her belief of the propo-
sition <x≠y>. In other words, the partial denier of LNC must already 
be aware of the difference between x and y, namely, the terms she wants 
to identify in an effective (real, authentic, and true) contradiction. 

(C4) Where Costantini (ibidem) writes (or at least suggests) that 
<x≠y> grounds <x=y>, we can understand this to mean that the fact 
that S believes <x≠y> is the metaphysical and epistemic explanation of 
the fact that S believes that <x=y>. 

If we read the epistemic relation between the proposition <x=y> and the 
proposition <x≠y> in terms of epistemic dependence1 (as it occurs in (C1)), 
then the version of Schema-έ with ‘𝛼𝛼’ standing for <x=y> does not viciously 
beg the question (by the ML account). Instead, if we read the same epis-
temic relation in terms of epistemic dependence2*—as it occurs in (C2)—
then that version does give rise to a petitio principii (by the ML account). 
Again, there is at least one reading of Schema-έ that does not involve any 
vicious question-begging also when ‘𝛼𝛼’ stands for <x=y>, i.e., when our 
focus is on a proposition that—so to say—describes an (impossible) fact: 
the fact that there is a putative contradictory object x such that x≠x (cf. 
§1.1). 

Note that my interpretation of the ‘heart’ of the elenctic strategy does 
not challenge the core of Costantini-Priest’s objection, according to which 
the elenchus presupposes the conception of ‘classical negation’ (see assump-
tions (1) and (1*)), which the dialetheist does not assume and, indeed, 
questions. My counter-objection to Costantini-Priest’s objection, in effect, 
only concerns the charge of petitio principii. That is, even accepting that 
the classic account of negation as (always and only) exclusion is a theoret-
ical background assumption of the elenctic strategy, it does not mean that 
the elenctic strategy viciously begs the question. This is because—given 
ML—the game on the charge of petitio principii is played on the difference 
between epistemic dependence1 and epistemic dependence2*, namely, two 
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different epistemic relations we can use to understand the elenchus in one 
way or another (either in a way that does not viciously beg the question or 
in a way that does). 

2.4. Concluding Remarks 

Let us return to Schema-έ and my reading of it ({A1; A2; A3; A4; A5}) 
according to which the elenctic strategy does not viciously beg the question. 
The focus of that reading is on the epistemic relationship between premise 
(1) and the conclusion (4). Since (1) expresses the complementation account 
of negation (cf. §1.2), and (4) is the propositional formulation of LNC, then 
my epistemic interpretation ({A1; A2; A3; A4; A5}) of the elenctic strategy 
affirms that already believing in LNC is the necessary condition of believing 
in the complementation account of negation. That is, S believes (1) only if 
S already believes (4). As we have seen (§§2.2-2.3), according to my reading 
(based on the ML account), the epistemic dependence of premise (1) on the 
conclusion (4) does not give rise to a petitio principii. If the epistemic de-
pendence of (1) on (4) were understood in terms of grounding, then the epis-
temic dependence2* would give rise to a petitio principii. Now, what about 
the grounding relation? We already know that—according to my reading 
({A1; A2; A3; A4; A5})—the fact that S believes LNC (4) does not ground 
the fact that S believes the classic account of negation (1), by selecting (A3) 
rather than (A3*). However, could we still somehow or somewhere admit a 
grounding relation? I would answer this question in two ways. 

(i)  We might claim that our belief in the classic account of negation, i.e. 
(1), grounds our belief in LNC, i.e., (4). That means that the fact we 
believe the conclusion of the elenctic strategy (4) is grounded (at least) 
in the fact that we believe in one of the premises of the elenctic strat-
egy (1). Since the ML account does not prevent us from accepting a 
grounding relation where the fact that S believes the conclusion of an 
argument is based on the fact the S believes in one of the premises of 
that argument, it might be the case that S holds a grounding relation 
between the same two epistemic facts but running the opposite way, 
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rather than the way of epistemic dependence2*, without viciously beg-
ging the question. In a nutshell, this option rejects the grounding re-
lation expressed by the epistemic dependence2*, namely the idea that 
believing the premise of an argument is based on (already) believing 
the conclusion of that argument, but such an option keeps the ground-
ing relation by reversing it, namely, accepting that believing the con-
clusion of an argument is based on believing the premises of that ar-
gument. In fact, it seems intuitive and plausible to maintain that—
broadly speaking—the conclusion of an argument immune from 
charges of vicious circularity is based on its own premises (whilst one 
of the premises of a vicious question-begging argument would be based 
on its own conclusion). 

(ii)  Alternatively, we might ‘remain silent’ on any kind of grounding rela-
tion between the premises and the conclusion of the elenctic strategy, 
appealing just to necessary condition relation between propositions 
(epistemic dependence1, ‘only if’). 

Although I think both options are available to my argument, I would 
prefer the first option (i). Indeed, the first option can account for Costan-
tini’s (2018) idea that LNC presupposes the classic account of negation. 
However, Costantini reads that presupposition without distinguishing the 
kind and the direction of the epistemic dependence between the classic ac-
count of negation and LNC, thereby charging the elenchus with a petitio 
principii. My proposal, combining my argument ({A1; A2; A3; A4; A5}) 
with option (i), reads this claim exactly disambiguating the kind and direc-
tion of that epistemic dependence. 

I would conclude with another remark on grounding, this time between 
LNC and the overall elenctic strategy. Costantini (2018, 17) knows well 
that (for Severino, and earlier for Aristotle) LNC is not grounded in the 
elenchus itself. Rather, the elenctic refutation limits itself to ascertaining 
the truth of LNC.42 However, my objection to Costantini (exploiting the 

                                                 
42  As Perelda (2020, 14) writes, ‘This argument [viz. elenchus], mind you, does not 
ground the principle [viz. LNC]: it is not a reason for the truth of the principle which 
has none (if reason means something that grounds the truth of the principle)’. 
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ML account) is the lack of a sufficient distinction between grounding rela-
tions and the necessary condition relations in his treatment, as we have 
seen. My objection might also extend to the way in which Severino accounts 
for the relation between contradictory items (both truth-bearers and ob-
jects) and non-contradictory items, insofar as Severino implicitly—or ex-
plicitly—suggests that it is a grounding relation. To Severino, though, this 
relation does not hold between LNC and the elenchus but between the ne-
gation of LNC (i.e., asserting the identity of different items) and LNC itself 
(i.e., asserting the distinction between different items and, ceteris paribus, 
the identity of what is self-identical). The present article, however, had no 
exegetical purposes regarding Severino’s works. So, the fact that the ground-
ing relation is an excellent way of paraphrasing what Severino claimed (and 
that therefore (Costantini 2020) too provides an excellent commentary on 
Severino’s theses) does not mean that this is also an adequate way to do 
justice to the elenchus. 
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Abstract: In corvids and apes, cognition evolved convergently instead 
of being inherited by a shared ancestor. In biology, natural kinds are 
classified according to common ancestry. So, if we were to apply the 
same strategy to psychology, cognition among corvids and apes would 
not be the same natural kind. However, Cameron Buckner claims 
that cognition is a natural kind. I suggest that by using Ladyman 
and Ross’s strategy of taking natural kinds as real patterns, we can 
support that cognition is a natural kind. Cognition seems to have the 
properties of predictability and compressibility, which are necessary 
conditions for real patternhood. Thus, convergent evolution examples 
of cognition, such as that found in corvids and apes, can be the same 
natural kind.  

Keywords: Natural kinds; cognition; convergent evolution; real patterns. 

1. Introduction 

 Assuming that there are natural kinds allows us to track regularities in 
science. To speak about natural laws in science, which is a common practice 
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among scientists, we refer to natural kinds. Making use of natural kinds lies 
at the heart of the scientific practice for many theorists and philosophers of 
science. One reason for this is that natural kinds play an important role in 
predictions, generalizations, and explanations in science. In some sciences, 
such as physics and chemistry, appealing to natural kinds does not seem 
problematic.1 But, in this paper, I aim to say something about natural kinds 
in psychology. Natural kinds in psychology are crucial in some aspects. For 
example, if the same mental states as natural kinds can be realized by dif-
ferent physical states, this can be an example of multiple realization.2 Here, 
my focus will be on cognition being a natural kind. 

Defining cognition is troublesome. Coarsely, by cognition I mean the 
mental processes that may give rise to behavioral flexibility. My under-
standing of cognition in terms of behavioral flexibility is based on Cameron 
Buckner’s approach in “A property cluster theory of cognition.”3 Buckner 
contends that we can take cognition as a natural kind. Examples of behav-
ioral flexibility, he argues, include the following: context-sensitivity, speed, 
                                                 
1  For example, there are different token (or particular) molecules of water, but we 
take H2O as a natural kind, to speak about all water molecules in the universe and 
track their regularities. Classifications and natural kinds are important for many 
scientific disciplines, which display probably the most elegant appearance in che-
mistry. Elements are classified in the periodic table and this classification allows us 
to track the regularities in the behaviors of the elements which are dispersed throu-
ghout the universe. Also, natural kinds can have useful applications in biology, such 
as the classification of species and their organs. In terms of organs, the classification 
of kidneys as natural kinds can help us monitor their regularities and differences 
among different people. However, the issue that I will be discussing in this article is 
natural kinds in psychology. 
2  Multiple realization could support the functionalist theory of mind, which implies 
the possibility of cognition in artificial intelligence. Simply put, if the same mental 
state can be realized by different physical states, a silicon computer could possibly 
realize the same mental state as well. In other words, if cognition can be taken as a 
natural kind, and if it is multiply realized, then it could be realized in a silicon 
computer as well. This has crucial implications for philosophical discussions about 
the ethics of artificial intelligence and the potential risks caused by it.  
3  Buckner’s approach is not an exception. Many scholars consider behavioral 
flexibility as an indicator of cognition. Emery and Clayton (2004), Kristin Andrews 
(2020, 12), and Albert Newen (2015; Newen et al. 2018) are some examples. 
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class formation, abstract learning, multimodality, inhibition of behavior, 
monotonic integration, and, expectation generation and monitoring. Ac-
cording to Buckner’s homeostatic property cluster theory (HPC)4, being a 
natural kind does not require sharing every property listed here. Instead, 
the presence of a cluster of properties is enough to identify a natural kind. 
Behavioral flexibility constitutes just such a cluster, a cluster sufficient to 
consider animal cognition as a natural kind (see Buckner 2015).  

From a physicalist point of view, one might think that we should appre-
hend psychological kinds as we understand biological kinds. When it comes 
to natural kinds in biology, the common approach is to base classification on 
the evolutionary tree (Khalidi 2023, 44). Biologists usually make the classifi-
cation of the natural kinds of species by referring to a common ancestor.5 I 
do not object to this in this article. But when it comes to psychology6, I think 
using only common ancestry to uncover natural kinds is the wrong strategy. 
I aim to demonstrate, using Daniel Dennett’s Real Patterns account, that 
cognition, which evolves convergently, is a natural kind. Therefore, cognition 
does not depend on ancestry for being a natural kind. 

To the best of my knowledge, no other study claims that cognition is a 
real pattern. Thus, although the claim that cognition is a natural kind is 
defended elsewhere, my article is original in terms of its perspective. My 
approach draws upon the convergent evolution of cognition among birds 
and mammals. 

                                                 
4  This view is proposed as an alternative view to relying on necessary and sufficient 
conditions for identifying natural kinds. Richard Boyd defends this view (see Boyd 
1991). 
5  Taking biological species as a natural kind by applying to common ancestry is a 
plausible way to talk about them (Khalidi 2023, 41-42; see LaPorte 2009). However, I 
do not disregard that whether biological species are examples of natural kind is 
contentious. For example, Michael Ghiselin and David Hull think that species are not 
natural kinds but individuals (see Ghiselin 1974; Hull 1976). Still, even if species are 
individuals and not natural kinds, this would not harm my central thesis, which is the 
claim that cognition is a natural kind. I mention biological species just as an example 
of opposition to Cameron Buckner’s claim. Without this example, I can still defend my 
thesis, which is that cognition is a real pattern and, therefore, is a natural kind.  
6  Although I do think that my strategy here can be extended to biology, my focus 
here will be the natural kinds in psychology.  
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2. Convergent Evolution 

 All living beings on Earth have a common ancestor (Akanuma 2019). 
Throughout evolution, living beings diversified and different functions and 
organs evolved. Many independent branches of the evolutionary tree pro-
duced dissimilar traits. And similar traits are usually homologous (Butler 
2009). Yet there are many examples of convergent evolution. Convergent 
evolution refers to the evolution of similar characteristics in different 
branches of the evolutionary tree. Some traits evolve repeatedly in inde-
pendent branches of the evolutionary tree, despite being absent in their last 
shared common ancestor. The reason for this is the power of natural selec-
tion. Non-functional and developmentally unsustainable traits cannot sur-
vive and because of the restricted number of functionally possible charac-
ters, we see that similar functions occur repeatedly. For example, wings of 
bats and birds are convergent, wings were not observable in the last com-
mon ancestor they shared (Seed et. al. 2009). Likewise, legs evolved in ar-
thropods and vertebrates through convergent evolution (Ritzmann et. al. 
2004). Also, the camera-eye evolved convergently in mammals and octopi, 
although their last common ancestor lacked a camera eye (Clayton and 
Emery 2008, 130).  

In this article, I will focus on the convergent evolution of cognition 
among birds and mammals. Birds have very high-level cognitive capacities. 
I should note that the ideal comparison would involve two single species 
but, to the best of my knowledge, there is no scientific comparison of two 
species from the aspects that I am interested in. So, to narrow down the 
compared examples, I will compare corvids and apes. I will argue that 
corvids and apes share the same natural kind of cognition.  

To begin, we will start by exemplifying some impressive abilities of 
corvids and apes. The manufacture and use of tools, which require the in-
tegration of visual and haptic information, are seen as a cognitive capacity 
(Buckner 2015, 320). Among apes, chimpanzees display behaviors of tool 
usage such as ant-dipping and termite fishing (McGrew 1992). Likewise, 
New Caledonian crows among corvids, excel at tool usage and manufactur-
ing (Hunt 1996). Crows and ravens can also delay gratification for a quality 
of reward (Hillemann et al. 2014), which indicates impulse control through 
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inhibitory behavior. Similarly, chimpanzees can delay gratification for sev-
eral minutes for a quantity of reward (Dufour et. al. 2007). Moreover, both 
corvids and chimpanzees display transitive inference (see Paz-y-Mino C et 
al. 2004; Gillan 1981). These behaviors are thought of as cognitive, as psy-
chologists take these as indicators of behavioral flexibility (Buckner 2015). 
Studies on corvids suggest that they have beyond instinctive behaviors, 
with very high cognitive capacities. For example, scrub-jays seem to have 
the theory of mind, an efficient memory, can mentally travel in time, and 
plan for the future (Baciadonna et. al. 2021). The cognitive capacities of 
corvids are comparable to that of apes (Güntürkün 2012). 

It is easier to conceive of apes as cognitive beings because they separated 
from us relatively recently, from 9 million to 5 million years ago (Andrews 
2019). However, the last common ancestor of birds and mammals lived 
around 300 million years ago, and that ancestor is not considered cognitive 
(Emery 2016, 38). Thus, cognition evolved separately in different branches 
of the evolutionary tree. Here, we have a case of convergent evolution (Van 
Horik et al. 2012). 

At this point, consider a possible objection: one could claim that since 
cognition evolved slowly, some degree of cognition was already present in 
the common ancestor of corvids and apes; and, any claim about the common 
ancestor’s lack of cognition is troublesome. At first sight, this would seem 
to hinder my claim that the natural kind of cognition evolved convergently 
in corvids and apes. However, because of the definition of cognition I 
adopted here, I think the slow evolution of cognition does not harm my 
thesis. Following Buckner (2015), I define cognition as a cluster of 
properties. As long as any cluster of properties among the examples of 
behavioral flexibility is satisfied, we have cognition. Although some degree 
of behavioral flexibility may be present in the common ancestor of corvids 
and apes, if the properties of behavioral flexibility do not occur as a cluster, 
we can say that there is no cognition. Buckner’s property cluster theory of 
cognition provides a threshold for the presence of cognition7, and it is 

                                                 
7  This is similar to autism, which appears as a degree, being a natural kind (see 
Khalidi 2023, 60). 
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unlikely that the common ancestor of corvids and apes had the cluster of 
properties for complex cognition (see Emery and Clayton 2004)8.  

Scientists believe that cognition among birds evolved convergently 
primarily because cognitive capacities in mammals occur in the prefrontal 
cortex, yet birds do not have a prefrontal cortex. Instead of the prefrontal 
cortex, birds evolved another region (nidopallium caudolaterale) for 
cognitive functions. It is believed that this region evolved separately from 
the mammalian prefrontal cortex as it has a structure different from the 
prefrontal cortex (Clayton and Emery 2008, 131-132; Güntürkün et al. 2024; 
Güntürkün 2012). Moreover, some corvids have more complex cognitive 
capacities than some mammals (Clayton and Emery 2008, 130), and this, 
too, implies convergent evolution. 

The similarity of cognitive capacities between corvids and apes seems to 
suggest multiple realization. Yet differences may imply cognition is not a 
natural kind. As mentioned before, Cameron Buckner (2015) claims that 
cognition displays a cluster of properties (some of which are exemplified 
above), which suggest that cognition in corvids and apes is a natural kind. 
However, because they result from different evolutionay paths, one might 
object to cognition in corvids and apes being the same natural kind. Since 
biologists classified natural kinds according to common ancestry, it is not 
unreasonable to expect the application of the same strategy to psychology 
as well. Buckner’s claim is not applicable to convergently evolved cognition 
if natural kinds are identified by common ancestry. Indeed, some have pro-
posed that pain in dogs and pain in humans are of different natural kinds 
because they are in different species (see Kim 1972, 190; Lewis 1969). As 
such, cognition in birds and in apes must be different.  

Now, I will employ Dennett’s Real Patterns account to support the claim 
that although these two sorts of cognitions follow different evolutionary 
paths through convergent evolution, they are, nonetheless, of the same nat-
ural kind.  

                                                 
8  Here, I think what is cognitive in Emery and Clayton’s article is also cognitive 
in Buckner’s theory. The criteria in these two articles are compatible. They both 
emphasize behavioral flexibility in their understanding of cognition. 
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3. Cognition as a Real Pattern? 

 In 1991, Daniel Dennett wrote “Real Patterns”, which states that com-
pressible patterns that allow prediction are real. Dennett considers whether 
beliefs are real and because belief attribution can help us to explain complex 
behavioral patterns in a compressed way, he thinks they are. Being compress-
ible means that instead of counting one by one, we can express the data in a 
shorter description. A pattern that is nonrandom and allows for prediction is 
real. Since beliefs allow the prediction of behaviors, they are real.  

I will now argue that cognition is real in the same way. Although Den-
nett’s article has been criticized because it does not offer sufficient condi-
tions for being a real pattern (Ladyman and Ross 2007, 205), I will endorse 
his predictability and compressibility approach to claim the initial plausi-
bility that cognition is a real pattern. My aim is to propose that cognition 
is a real pattern, and to underline the plausibility that convergent evolution 
can produce real patterns that may have implications for natural kinds.  

Ladyman and Ross (2007), with more detailed descriptions of pattern-
hood,9 claim that natural kinds are real patterns: “We contend that every-
thing a naturalist could legitimately want from the concept of a natural 
kind can be had simply by real patterns” (Ladyman and Ross 2007, 294). 
They define natural kinds as “real patterns with a high indexical redun-
dancy” (Ladyman and Ross 2007, 295). A pattern has low indexical redun-
dancy if it can be observed at just one point in space and time (Cretu 2020, 
4). In that case, convergence of cognition seems to increase its indexical 
redundancy because repetition increases the number of measurements. 
Cretu’s definition of real patternhood gives us a clear view: “Real patterns 
are robust relations amongst entities exhibited by any two given entities 
with sufficient regularity at any given scale” (Cretu 2020, 21). The main 
question is whether cognition is a real pattern. Although not conclusive, I 
offer reasons to think it is.  

                                                 
9  They take projectability as a condition for being a real pattern. Projectability refers 
to the possibility of calculating an outcome from something else. As I understand it, it 
could be used interchangeably with predictability here. For example, the instances of 
clustered properties are calculatable from the reality of cognition. Still, I am not 
claiming that my approach here satisfies their requirement for being a real pattern.  
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Does cognition have predictive power? According to Buckner’s property 
cluster theory of cognition, cognition as a natural kind displays some be-
havioral characteristics that cluster. Although not all of them need to be 
displayed in every cognitive animal, a cluster of the properties should be 
displayed. As I mentioned above, corvids and apes seem to display some of 
the properties. Buckner signifies; context-sensitive behaviors, rapidity of 
learning, categorization capacity, abstract learning, multimodality, inhibi-
tion of behavior, monotonic integration (such as transitive inference) and, 
expectation generation and monitoring, as clustered properties of cognition. 
A cognitive animal must have some but not all of these properties (Buckner 
2015).  

If, because clustered, we take cognition as a natural kind, we can predict 
behaviors (just as we predict behaviors based on beliefs). For example, if 
we have reasons to think that an animal has cognition, we would expect it 
to display some instances of behavioral flexibility.10 For example, we can 
expect a cognitive animal to develop a strategy to hinder pilfering of its 
food. If beliefs are real as Dennett stated, then, I claim, cognition can be 
real as well. If so, cognition is a natural kind. We should be able to take 
convergently evolved examples of cognition as the same natural kind be-
cause they display real patternhood.  

4. Some Other Words About Prediction 

 Dennett offers The Game of Life as an example of a pattern generation 
process. The Game of Life is a computer simulation that proceeds with a 
simple rule through which patterns are generated, and new shapes emerge: 
“There are computer simulations of the Life world in which one can set up 
configurations on the screen and then watch them evolve according to the 
single rule” (Dennett 1991, 38). The Game of Life, which is intended to 

                                                 
10  Of course, we infer that an animal has cognition because it displays behavioral 
flexibility. So, expecting behavioral flexibility because an animal is cognitive does 
not seem a novel prediction. However, what I mean here is that if we infer that an 
animal has behavioral flexibility, we can predict how it will behave in the contexts 
that we have never tested before. So, this is a novel prediction. 
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represent evolution, gives predictions for the upcoming figure, thanks to the 
rule it applies. In evolution, the primary pattern generation process is nat-
ural selection. The convergent evolution of many organs and cognition like-
wise shows us the power of natural selection. The many examples of con-
vergent evolution can even be used to predict the evolution of possible ex-
traterrestrials.11 With sufficient information about their environments, it 
could be possible to predict the body shapes of extraterrestrial beings and 
even their cognition. If natural selection produces similar outcomes repeat-
edly on Earth, the same rule would produce similar outcomes on an extra-
terrestrial planet as well, if the environment is similar (see Morris 2003; 
Kershenbaum 2021).  

The multiplicity of examples of convergent evolution in the biological 
realm gives rise to ideas about the predictability of evolution. Natural kinds 
can help us with predictability. For example, the periodic table of elements 
in chemistry allows us to make predictions. Likewise, convergent evolution 
allows biologists to make a “periodic table” of life (see McGhee 2008; 
McGhee 2011, 261). As the periodic table of elements can be used to predict 
the behavior of elements, a periodic table of life can be used to predict the 
direction of evolution (McGhee 2011, 276).12 In the case of cognition, by 
acknowledging cognition as a natural kind, we can track the regularity of 
its presence in the evolutionary process. For example, as mentioned above, 
we can predict the appearance of cognition on an extraterrestrial planet (see 
Morris 2003; Kershenbaum 2021; Schulze-Makuch and Bains 2017; Powell 
2020).  

Another question about the real patternhood of cognition is compressi-
bility (Dennett 1991). I will not delve into the issue of compressibility in 
detail, but I will say a few words about its initial plausibility in cognition. 
Compressibility is possible if the data are not random. It means that to be 
real, the pattern has to have low entropy. Entropy can be considered a 
measure of disorder. And order can be described as “a constant relation 

                                                 
11  This is a contentious claim, but I do not think it is wrong to exemplify this as I 
do not claim a conclusive position in this article. 
12  This will not give us %100 predictions. But Daniel Dennett’s account allows real 
patterns with less than %100 predictions. 
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between neighboring constituent elements of a system” (Grandpierre 2005). 
If there is no constant relation, a system is random.  

Is there a relation among the cognitive behaviors that are clustered? 
Because of the claim that they are clustered (see Buckner 2015), a cognitive 
system has low entropy. If we compare the behaviors caused by cognition 
in corvids and apes with the behaviors caused by non-cognitive processes, 
such as the behaviors of bacteria, we can see that there is a non-random 
relation in the behaviors caused by cognition. They occur together. I will 
not offer any quantitative calculations, as just exemplifying the common 
qualities displayed by cognitive capacities seems enough to support the 
compressibility of cognition. Still, I do not claim a conclusive position, as 
my aim here is to show the initial plausibility of cognition being a real 
pattern, and if a real pattern, a natural kind.  

5. Conclusion 

 I have proposed a way, following Buckner’s property cluster theory of 
cognition, to take convergently evolved examples of cognition as a natural 
kind. However, in biology, natural kinds are usually classified according to 
common ancestry. Therefore, whether convergently evolved examples of 
cognition are of the same natural kind is debatable. I proposed that Lady-
man and Ross’s method of taking natural kinds as real patterns could ease 
taking cognition as a natural kind. To this end, in the first section, I intro-
duced the importance of natural kinds. In the second section, I explained 
what convergent evolution is, and gave an example case, corvids and apes, 
to demonstrate that thanks to convergent evolution similar cognitive ca-
pacities evolved. Then, I mentioned the idea that cognition should be taken 
as a natural kind. In the last two sections, I proposed the idea that cognition 
could be an example of a real pattern. My discussion about the real pat-
ternhood of cognition is far from conclusive and should be understood more 
as a proposal than a conclusion. If further studies support the idea that 
cognition is a real pattern, this would support the view that it is a natural 
kind, the same natural kind in corvids and apes, although it evolved con-
vergently in separate branches of evolution.  
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Abstract: Gabriel Rabin (2020) offers an argument from Modal Ra-
tionalism to Fundamental Scrutability. I show that the argument is 
invalid as stated. I offer two ways of strengthening the argument but 
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Gabriel Rabin (2020) offers the following argument: 

1. A Priori Access/Modal rationalism:  
An idealized reasoner could, in principle, completely describe each and 
every possible world down to the finest detail 

2. Supervenience on the Fundamental:  
No two worlds differ without differing at the fundamental level 

Therefore  
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3. Fundamental Scrutability:  
For each world w, a conditional Fw→Tw is knowable a priori, where 
Fw is a complete description of w's fundamental level and Tw is the set 
of all truths at w.  

I think this argument is invalid. To start with a diagnosis in abstract terms, 
Modal Rationalism is about epistemic possibility while Supervenience on 
the Fundamental is about metaphysical possibility. They do not allow us to 
derive Fundamental Scrutability which connects epistemic and metaphysical 
possibility. 

Rabin explains why he thinks Fundamental Scrutability follows from the 
premises as follows: 

We give [idealized reasoner Athena] Fw, and ask her to a priori 
reason her way to Tw. Here's how she can do so. By A Priori 
Access, she can describe all the ways the possible worlds could 
be. Therefore, she knows that there is a world, call it v, at which 
Fw & Tw. But to deduce Tw from Fw she needs to figure out 
that v is the only world at which Fw. Might it be that Fw & Tx, 
for some x =/= w? Absolutely not, by Supervenience on the Fun-
damental. Fw & Tx is impossible.  

But Supervenience on the Fundamental is not enough to arrive at this neg-
ative answer. The easiest way to see why is to consider what Chalmers 
(2003 section 5) calls type-B physicalists, who affirm that (physical) funda-
mental properties metaphysically necessitate non-fundamental phenomenal 
properties (supervenience), but do not epistemically necessitate these non-
fundamental phenomenal properties (scrutability).1 To use a familiar exam-
ple, suppose the firing of c-fibres metaphysically necessitates pain, but 
agents cannot infer a priori from the firing of c-fibres to the instantiation 
of pain.  

So, let’s re-write the passage above using the pain/c-fibres example: 

We give Athena a physical description of the world, and ask her to a priori 
reason her way to a phenomenal description of the world. Here's how she 
can do so. By A Priori Access, she can describe all the ways the possible 

                                                 
1  See Chalmers (2012) for this terminology. 
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worlds could be. Therefore, she knows that there is a world, call it v, at 
which c-fibres fire & pain is instantiated. But to deduce the pain from the 
c-fibres, she needs to figure out that v is the only world with that physical 
description. Might it be that c-fibres fire without pain?  

The B-type phisicalist says yes! Athena can work out that there is only one 
metaphysically possible world fitting the physical description, but she can-
not work out whether it contains pain. Both a world with pain and without 
pain are epistemically possible, and as we are asking what an agent can 
infer, it is epistemic possibility which matters. (The type-B physicalist will 
agree that Fw & Tx is metaphysically impossible, but Fundamental Scruta-
bility requires that it is epistemically impossible.)  

What would be needed to make the argument valid? I’ll consider two 
ways to strengthen the argument, but neither will be very effective at sup-
porting Fundamental Scrutability. 

First, we could strengthen Supervenience on the Fundamental: 

Supervenience on the Fundamental+:  
No two epistemically possible worlds differ without differing at the fun-
damental level 

This would close the gap between epistemic and metaphysical possibility, 
saying that when we fix the fundamental level, we fix which world is epis-
temically possibly at all levels. 

But no-one who doubts Fundamental Scrutability will find Superveni-
ence on the Fundamental+ tempting. Type-B physcialists who deny that 
there is an a priori path of reasoning from the physical to the mental are 
saying that there are two different epistemically possible worlds which don’t 
differ at the fundamental level. 

Furthermore, it would be misleading to call Supervenience on the Fun-
damental+ a ‘supervenience’ principle, as supervenience has usually been 
connected to metaphysical possibility e.g. Mooreans agree that the ethical 
supervenes on the physical but deny that the ethical could be explained 
by the physical, leading to the open question argument and non-natural-
ism.2 

                                                 
2  See Enoch (2011) for a contemporary defence of non-naturalism. 
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Alternatively, Modal Rationalism could be strengthened: 

A Priori Access/Modal rationalism+:  
An idealized reasoner could, in principle, identify whether a world were 
metaphysically possible given a complete description of it in canonical3 

terminology.  

This would also close the gap between epistemic and metaphysical possibil-
ity, allowing an idealized reasoner to tell whether ‘c-fibres firing without 
pain’ is metaphysically possible. I suspect that this is the way modal ra-
tionalists will want to go, as a motivation behind modal rationalism is that 
we have epistemic access to all the facts about modality. 

But type-B physicalists will deny that an idealized reasoner could, in 
principle, identify whether a world with c-fibres firing and without pain is 
metaphysically possible. They hold that such a world is metaphysically im-
possible, but that one cannot discover this a priori. There are other exam-
ples not related to the mind-body problem. Perhaps some controversial met-
aphysical theses (e.g. the existence of numbers, the existence of God, prin-
ciples of composition) are metaphysically necessary but epistemically con-
tingent. If so, an idealized reasoner might be unable to identify whether a 
world without numbers is metaphysically possible despite having a complete 
description of the world in canonical vocabulary. Thus, an idealized rea-
soner’s list of all the epistemically possible worlds in canonical vocabulary 
would include some which are metaphysically impossible.  

To be clear, I am actually sympathetic to Fundamental Scrutability. My 
point here is that it does not follow from Rabin’s versions of Modal Ration-
alism and Supervenience on the Fundamental. We need stronger premises 
to rule out type-B physicalists who insist that epistemic possibilities outrun 
metaphysical possibilities; but the natural stronger formulations discussed 
above will not be tempting to opponents of Fundamental Scrutability. 

                                                 
3   Without this restriction to canonical terminology this principle would be trivially 
true. Plausible canonical terminology would be the conjunction of physical, pheno-
menal and indexical terminology plus a that’s-all clause. See Chalmers (2012 section 
8.5) for a detailed discussion of various version of modal rationalism. 
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