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Abstract: Teleological causes have been generally disfavored in bio-
logical explanations because they have been thought to lack rigor or 
act as stand-ins for non-teleological processes which are simply not 
yet understood sufficiently. Teleological explanations in biology have 
been limited to only teleonomic causes, which are teleological causes 
that are due to codes or similarly reified mechanisms. However, ad-
vances in the conceptualization of teleological and teleonomic causa-
tion have allowed for more quantitative analyses of both. Addition-
ally, although teleonomy has been historically excluded from poten-
tial causes of evolution, new research has shown that teleonomy ac-
tually plays a significant role in evolution. Combining these advances 
with advances in computability theory and information theory have 
allowed for a more rigorous and quantitative analysis of the capabil-
ities and limitations of teleonomy in evolution. 
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1. Introduction: teleonomy and teleology 

 Teleology is the direction of causal outcomes of an entity (usually an 
organism) towards a purpose. Teleological concepts in biology (and espe-
cially in evolution) have had a troubling history for the simple reason that 
teleology tends to allow a lot of handwaving regarding causation (Hanke 
2004; Turner 2017). Teleology has often been viewed by biologists (espe-
cially in the 19th and early 20th centuries) as being a temporary stand-in 
for more rigorous (i.e., reductive) ways of analyzing nature (Morgan 1905; 
Hanke 2004; LeMaster 2017; Crawford 2020). Biology in the twentieth 
century was therefore largely restricted to reductive forms of causation. 
This limitation allowed for tremendous growth in understanding certain 
parts of the organism, but it tended to leave out the organism itself 
(Woese 2004). Ultimately, while the twentieth century yielded large ad-
vancements in understanding the mechanisms of organisms, the results 
failed to include many defining traits of organisms, such as purpose and 
desire (Turner 2017). 
 Historically, biology has included teleology in one of two ways—exter-
nalist teleology (where teleology outside the organism plays a defining role) 
or internalist teleology (where the focus is on the purposes of the organism 
itself). Interestingly, while modern biology generally excludes external tele-
ology in its causal toolkit, it can now be found as an undercurrent within 
physics in the question of cosmological fine-tuning (Barrow and Tipler 
1998). While less favored in biology, discussions about biological fine-tuning 
have started to appear (Carr and Rees 2003; Bialek and Setayeshgar 2005; 
Thorvaldsen and Hössjer 2020), sometimes even connecting an externalist 
teleological framework of physics to the emergence of life as we know it 
(Morris 2004; Barrow et al. 2007). More recently, others have suggested 
external “teleological fields” operating at several levels that combine to pro-
duce teleological results (Babcock and McShea 2021). 
 Biologists, however, tend to favor an internalist teleology, where the 
focus is on the organism itself, focusing on aspects of causation such as 
intention and choice (Kull 2022). This is sometimes even connected to evo-
lution (Fodor and Piatelli-Palmarini 2010; Kull 2022). In this understand-
ing, biological language such as “selection for” are not merely artifacts of 
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language that are used accidentally, but represent some form of purpose 
within biological evolution. 
 Additionally, the present manuscript makes a distinction between “pri-
mary teleology,” where teleology is a first-class (irreducible) cause in the 
system, and “general teleology” which includes both primary teleology and 
also teleonomy, which is purposeful behavior which is due to a code or 
mechanism.1 Usually, biologists will favor appeals to teleonomy over pri-
mary teleology, as teleonomic explanations do not require anything beyond 
physico-chemical explanation (Mayr 1992). Teleonomy was originally 
thought to allow for goal-directed processes but without requiring any con-
nection to primary teleology—either internalist or externalist. 
 To illustrate these types of teleology, a non-exhaustive list of examples 
is shown in Table 1. The goal of this list is to not say which of these types 
of causes are real (the present author does not subscribe to all of them) but 
to give a clear picture on how various types of causes would be categorized 
under this taxonomy of teleology. 
 This paper has three primary goals. The first is to further develop 
Mayr’s teleonomy as a useful concept for biology to account for mechanistic 
aspects of purposeful biological causation without necessarily reducing the 
entire organism to a mechanism. The second is to show how recent advance-
ments in information theory can be used to build an operationalized view 
of teleology that can be practically measured within organisms. The third 
goal is to combine these concepts to show new ways that the internal tele-
ology of organisms can be helpfully embedded within a larger evolutionary 
framework. 

2. The usefulness and distinctiveness of teleonomy 

 Recently, some have argued for changing the definition of teleonomy to 
cover all of internal teleology, without distinguishing primary teleology and 
teleology that has been reified into a mechanism (Corning 2019). The idea 

                                                           
1  When the word “teleology” is used without a modifier in the present manuscript 
it will be considered as a shorthand for “general teleology.” Additionally, unless 
otherwise specified, “teleonomy” will refer to teleonomy in internal teleology. 
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is that Mayr’s view of biology is too tied to a gene-centered, reductionist 
view of biology, where the organism is an inert entity that evolution hap-
pens to, rather than a participant in the process. However, there is nothing 
in Mayr’s definition of “teleonomy” that ties one to this approach. In fact, 
having a distinction between teleonomy and primary internal teleology ac-
tually allows one to talk intelligibly about the differences between causes 
that are the result of true intentionality (primary internal teleology) and 
causes that are the result of intentionality reified in mechanism or code 
(teleonomy). If one conflates the two definitions, then this important dis-
tinction is lost. One can easily reject Mayr’s conclusions about teleonomy 
while embracing the distinction and definition itself. 
 Others, such as Nagel (1977), have argued that there is not a clear dis-
tinction between Mayr’s concepts of teleonomic processes (processes that 
exhibit ends due to a code) and teleomatic processes (processes which ex-
hibit ends due to physics). An example of a teleomatic process would be a 
baseball being thrown. The end is the target that the ball is being thrown 
at, but the moving force here is physics. The reason that some view these 
as identical is that, in both cases (teleonomic and teleomatic processes), 
physics is essentially the only process under consideration, and therefore 
could be considered the “cause” of the outcomes in both cases. However, 
further analysis shows that teleomatic and teleonomic processes really do 
have distinct causal patterns. 
 Let us start by considering a process which is neither teleonomic nor 
teleomatic—processes for which no distinct end exists. In such a process, no 
end may exist either because the process is open (there are too many degrees 
of freedom so that it is indeterminate from initial conditions) or because 
the process is chaotic (while the outcome may be deterministic, it is not 
determinable through computable means). A teleonomic process is similar, 
except that a code or other control mechanism exists which controls the 
outcome based on logical principles, either reducing the inherent degrees of 
freedom of the physical process or making an unpredictable process predict-
able or understandable from logic, even if it is not tractable using equations. 
To illustrate this distinction, consider the difference between a traditional 
bomb dropped from an airplane and a smart bomb. A traditional bomb uses 
entirely teleomatic processes in-flight. The physics of the system is what 
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guides the outcome. A smart bomb, however, can use a control system to 
make adjustments in-flight according to the logic of what it is trying to do, 
such as follow a heat source. While the initial conditions determine the 
outcome, the outcome is likely not tractably predictable from mere mechan-
ical considerations. However, someone understanding the logic of the con-
trol system would be able to largely predict the outcome to a high degree 
of accuracy. 
 To understand why this is the case, it is important to understand the 
nature of code and software systems. Software is usually written using Tu-
ring-complete programming languages. In such languages, in most cases it 
is impossible to mechanically predict any non-trivial property of the system 
in the general case (Rice 1953). Additionally, this unpredictability is not 
specifically the result of sophistication in the programming system, but is 
available even in extremely trivial cellular automata (Cook 2004). However, 
a program provides a control mechanism which makes the outcome predict-
able by the logic of what the program’s outcome is intending. In the exam-
ple of the smart bomb, if we know what the code on the bomb is tracking, 
we can predict where it will hit, even if it is not tractably determinable by 
mechanical modeling. So, with both teleomatic and teleonomic processes, 
initial conditions largely determine the outcome. However, with teleonomic 
processes, the prediction of that outcome requires understanding the logical 
structure of the control process, which would not be possible (or at least 
tractable) by direct analysis of the physical quantities.2 
 In any case, a teleological process is one whose causes are organized 
around purposes, and a teleonomic process is a teleological process that has 
been reified into a code or a mechanism. Keeping teleonomy as a distinctive 
category will allow us to analyze the limitations of teleonomy, which are 
not coextensive with the limitations of general teleology, as teleonomy is 
also limited by the fact that it must be reified into mechanism or code, and 
thus will inherit additional limitations from that reification. 

                                                           
2  As a note, there are processes which are teleonomic but which are also tractable, 
such as if someone created a very simple code or mechanism to accomplish a goal. 
In such a case, someone would be able to understand the system in both teleonomic 
and teleomatic ways, as you could understand what was happening either from un-
derstanding the logic of the code or from modeling the states of the physical system. 
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3. Mathematically modeling non-mechanistic causation 

 The biggest hurdle in analyzing primary teleology has been a lack of 
mathematical frameworks for doing so. While mathematics may not be able 
to incorporate all that is included within the concept of primary teleology, 
there is no reason to think that there are no aspects of it which allow for 
mathematicization. This is especially true if we do not arbitrarily restrict 
our mathematical concepts to those that are computable. 
 While the definition of what counts as “mechanical,” “materialistic,” or 
“physical” has varied considerably over the centuries (Bartlett 2017c), 
many people today draw a rough equivalency between computability and 
material causation (Wolfram 2002; van Rooij 2008; Bartlett 2014; Copeland 
and Shagrir 2020).3 This equivalency goes by many names, including “the 
principal of computational equivalence,” “computationalism,” “the physical 
Church-Turing thesis,” and the “tractable cognition thesis.” Computation-
alism is naturally considered by many to be associated with mechanical 
causation because computation includes all results achievable by finitary 
processes. Thus, to go beyond what is achievable computationally would 
require non-finitary action in the world, which many view as being beyond 
what is meant by the idea of mechanism. 
 Even if one does not fully adhere to this equivalency, it at least provides 
a less ambiguous starting point for helping to understand and model pri-
mary teleological processes as distinct from mechanical processes, with pri-
mary teleological processes being those which are not directly computable. 
Computation, however, is only one aspect of mathematics, even if it is the 
most well-known. Mathematics has grown beyond solely being about com-
putation and computable problems, especially since the 1930s with Kurt 
Gödel and Alan Turing. Gödel’s “incompleteness theorems” (Gödel 1931) 
demonstrated that one could prove mathematically the existence of 

                                                           
3  Here, “material causation” refers to what is also generally known as “natural-
ism,” not to the Aristotelian notion of material causes. However, using the term 
“naturalism” to refer to a specific understanding of metaphysics seems to be preju-
dicial, as it implies that any cause stated within that metaphysical paradigm is 
“natural,” and therefore any other cause would be “unnatural,” prejudicially imply-
ing that one would not expect to encounter such causes on an ordinary basis. 
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mathematical statements that were non-provable within their own axio-
matic framework. While initially Gödel’s result did not turn many heads, 
the application of it by Alan Turing’s seminal paper (Turing 1937) started 
to show that Gödel’s theorem had merit. 
 Turing, while inventing the concept of a computer program, was able to 
prove that we cannot write a computer program which will tell whether or 
not another arbitrary computer program will ever halt. For context, though 
the word often has negative connotations, “halting” is generally considered 
good in computer science—halting means that the computational task ac-
tually completes and has a result, as opposed to getting, say, an endlessly 
spinning cursor waiting for a computation to finish that never does. The 
fact that we cannot write a computer program which will tell us if another 
arbitrary program will halt is known in computer science as the “halting 
problem.” This result has been further generalized to Rice’s theorem, which 
says that any non-trivial property of a computer program cannot be proven 
using computation in the general case (Rice 1953). Given the Church-Tu-
ring thesis that Turing machines effectively exhaust what can be deduced 
through computation (Kripke 2013), this presents quite a limit on the abil-
ities of computation (and therefore material causation) alone. 
 However, humans do not appear to be so limited. Humans can do a 
variety of tasks which have appeared to many mathematicians and com-
puter scientists to be beyond the boundary of computation, such as deter-
mining whether or not computer programs will halt, determining new math-
ematical axioms, formalizing propositions, and deriving non-trivial proper-
ties of computer programs (Robertson 1999; Bringsjord 1997; Bringsjord 
and Zenzen 2003; Bringsjord and Arkoudas 2004; Bringsjord et al. 2006; 
Bartlett 2014). 
 Even though there are tasks which are beyond the reach of computation, 
there is no problem reasoning about such tasks mathematically, nor problems 
reasoning about entities which are capable of those tasks. Shortly after de-
scribing the limits of computation, Turing (1939) demonstrated the ability to 
mathematically reason about non-computable tasks using a concept now 
called “Turing oracles,” which are essentially non-computable functions. The 
lack of being able to directly compute the value of such functions does not 
prevent the ability to reason about them (Copeland 1998; Bartlett 2014). 
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 As noted in prior work (Bartlett 2017a), using such functions in models 
does bring some additional (but not insurmountable) problems to testabil-
ity. Testability always plays an important role in science because it allows 
reality to push back against our ideas. Since values cannot be precomputed 
for such functions, other means of testing have to be applied. For instance, 
we might be able to predict the frequency of occurrence, or some parameter 
of the distribution of effects, or even a qualitative aspect of the distribution 
of effects. 
 While this doesn’t test every aspect we might wish (after all, we wish 
we could know the value of the function ahead-of-time), complete empirical 
testability has never been absolute for any model in science. Empirical test-
ing is by its nature more limited than the theories that it tests, as there are 
actually an infinite number of models which match any given set of data 
(Kukla 1996). In fact, the very existence of 𝑝𝑝-values tells us that there is 
some probability that the empirical testing was insufficient. Testing does 
not prove the validity of theories, it is merely a means to give voice to 
external reality about the content of theories. 
 The testing of and for randomness already shows that this sort of testing 
is practiced in science. Whether a finite set came from a random process 
cannot be determined by any finite set of data. However, for the purposes 
of testing, oftentimes randomness is determined by checking to see if the 
anticipated statistical parameters of the dataset match the expected distri-
bution. For instance, in Luria-Delbrück experiments, the data are presumed 
to be following a Poisson distribution if the mean is equal to the variance 
(Luria and Delbrück 1943), despite the fact that there are an infinite num-
ber of ways that the mean can equal the variance without following a Pois-
son distribution. 
 The main criteria for an empirical test are that it is able to compare the 
consistency of some empirical parameter to one that is expected from the 
theory. This parameter does not have to be the specific value obtained, but 
can also be meta-information about the values, the preconditions of achiev-
ing them, the means of achieving them, their distribution, etc. 
 In short, primary teleological causes can be thought of as non-algorith-
mic functions, and can also be thought about and reasoned about as such. 



230 Jonathan Bartlett 

Organon F 30 (3) 2023: 222–254 

4. Measuring teleological causation 

 One of the key limitations of current teleological thinking is the lack of 
measurements for the amount of general teleology in a process (Lee and 
McShea 2020). So how might teleology be measured? 
 In many recent expositions (Koons 1998; Hitchcock 1996; Hawthorne 
and Nolan 2006), teleology is identified with shifting probabilities towards 
some occurrence 𝜙𝜙 when (a) 𝜙𝜙 brings about result 𝜓𝜓 and (b) 𝜓𝜓 is good. 
This is illustrated conceptually in Figure 1. This shifting of probabilities 
based on outcomes is, essentially, a reduction or alteration of possibility 
space towards beneficial outcomes. Within the constraints of physics, an 
organism has many potential options. Teleology reduces those options to 
one particular value (or a smaller subset of values), or shifts probabilities 
in their favor, in service to a goal or holistic form (Asma 1996). If one needs 
a more objective way of determining a goal in biological systems, one can 
use the criteria established by Mossio and Bich (2017), where the goal is at 
least an aspect of the maintenance of the state of closure of the teleological 
system (though there are likely other ways to determine goals in an objec-
tive manner as well). 
 These reductions are typically “surprising” within the context of the 
physical system. That is, while statistical entropy encourages us to rely on 
systems achieving their most probable end-state, organisms tend to make 
choices and create configurations that are highly improbable statistically. 
This is sometimes referred to as the “cybernetic cut” that exists between 
outcomes whose causes are dominated by non-teleological causes and teleo-
logical causes (Abel 2008; Trevors and Abel 2004). This reduction in possi-
bility space to an improbable but goal-conforming outcome is a key marker 
for teleological activity.4 

                                                           
4  Note that many of the attempts to reconcile or reduce all teleological causation 
into non-teleological processes such as natural selection have so far failed to accom-
plish their goals. As pointed out by Fodor and Piatelli-Palmarini (2010), this recon-
ciliation, as it has been performed so far, only works if selection itself is teleological 
instead of strictly material. Block and Kitcher (2010) criticize this view, but merely 
by assertion. They state that “causation is extensional,” but their only support is 
that they can provide an example of a cause which is extensional. The fact that a 
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 What makes teleology special is that the solution space tends to be ex-
tremely small within the possibility space. Therefore, we can measure the 
“power” of the teleological action by measuring this reduction in space. This 
is not always easy or exact because what has to be measured is the size of 
the destination space which matches the desired goals. We cannot presume 
that there is only one possible outcome that fits the goal, even though in 
biology (as well as in computation) the solution space is usually quite 
miniscule compared to the possibility space (Abel and Trevors 2005; Lang-
don 2006; Montañez 2017). 
 Because these solution spaces represent a tiny fraction of a possibility 
space, the probability of them occurring by chance are usually measured in 
bits for convenience, which is the negative log (base 2) of the probability 
(Marks II, Dembski, and Ewert 2016). This also allows for more convenient 
manipulation of values, as well as more intuitively-connected ways of ma-
nipulating information measurements (i.e., information is sub-additive, and 
therefore “adding information” is truly analogous to addition in this 
scheme). Thus, using the concept of bits from information theory provides 
a convenient methodology for representing reductions from possibility space 
to solution space in teleology. 
 Therefore, the amount of information that is added to a system to direct 
its outcome can be quantified by examining the change in probabilities that 
occurs. One way this can be measured is using the concept of active infor-
mation (Dembski and Marks II 2009). Active information measures the dif-
ference in probability of finding a solution in a general space 𝐼𝐼𝛺𝛺 (such as 

                                                           
particular cause is extensional does nothing to say whether or not there exists causes 
which are intensional, yet this is precisely what these critics do. Then they use this 
to simply rule that “selection for” must be an extensional cause, saying, “But if 
causation is extensional, then so is selection-for, since selection-for is a causal idea.” 
Mossio and Bich (2017) do a better job by describing the requirements for a physical 
process to be understood as being teleological. While I am in agreement with their 
assessment (such processes would fall under the category of teleonomy in the taxon-
omy of teleology presented here), their assessment does not include a reason to think 
that all teleological processes can be implemented entirely by physical processes, nor 
that such teleological processes are reasonably likely to originate in the prior total 
absence of a primary teleological process. 



232 Jonathan Bartlett 

Organon F 30 (3) 2023: 222–254 

among physical possibilities) and finding a solution in a space 𝐼𝐼𝑆𝑆 that is 
informed by an an information source. The difference, 𝐼𝐼+, represents active 
information. 

 𝐼𝐼+ = 𝐼𝐼𝛺𝛺 − 𝐼𝐼𝑆𝑆 (1) 

In terms of direct probabilities, this can be reformulated in an equivalent 
manner using 𝑝𝑝𝛺𝛺 as the probability of success in the general space and 𝑝𝑝𝑆𝑆 
as the probability that is informed by an information source. 

 𝐼𝐼+ = −log2 �
𝑝𝑝𝛺𝛺
𝑝𝑝𝑆𝑆
� (2) 

 The concept of active information does not specify a source for the in-
formation, or even how the information is stored, it only measures its ef-
fects.5 Active information is typically used to measure the amount of infor-
mation present in various algorithms, such as in Ewert, Dembski, and 
Marks II (2009) and Montañez et al. (2010), but it has also been used in 
measuring the degree of fine tuning in cosmology (Díaz-Pachón, Hössjer, 
and Marks II 2021) and judging the effectiveness of machine learning models 
(Bartlett and Holloway 2019). The fact that it is being designated as “in-
formation” does not mean that it is stored in an explicit digital format (it 
would be difficult to even conceptualize a “digital format” for cosmological 
fine-tuning, for instance), but merely that it can be reasoned about using 
information theory.6 
                                                           
5  For understanding the information content itself from an “inside the infor-
mation” perspective, the reader is referred to the subject of teleosemantics. 
6 While there are many who object to the overuse of information theory in biology, 
I believe such criticisms do not hold here. Using information theory for analyzing 
genetics itself is relatively uncontroversial, whether it is the maintenance of genetic 
information through time (Kuruoglu and Arndt 2017), the calculation of the entropy 
of the genetic code (Yockey 2000), or the measurements of the genetic “address 
space” provided by binding sequence lengths (Schneider et al. 1986). Any wider 
usage of information theory tends to be criticized as taking the information concept 
too far, and assuming that the entirety of causal factors for organisms reduce to 
computational ones (Griffiths 2001). These are not completely unfounded criticisms, 
as many improper or overly-encompassing analogies to computer systems have been 
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4.1. Comparison with the persistence measurement 

 Recently, Lee and McShea (2020) developed an empirical measurement 
of goal-directedness that they labeled as persistence which has similar goals 
as the previous concept of active information. This section will show that 
while the persistence metric heads in the right direction to some extent, 
active information appears to be a mathematically superior way of measur-
ing goal directedness using equivalent inputs. 
 In their formulation of persistence, 

 𝑃𝑃 =
𝐺𝐺
𝑁𝑁−𝑅𝑅

1−𝑅𝑅
, (3) 

where 𝑃𝑃 is the persistence measurement, 𝐺𝐺
𝑁𝑁
 is the ratio of good moves to 

total moves, and 𝑅𝑅 is the expected ratio given the probability structure of 
the space. For any ratio 𝐺𝐺

𝑁𝑁
≥ 𝑅𝑅, since 𝐺𝐺 ≤ 𝑁𝑁 and 0 ≤ 𝑅𝑅 < 1, the result will 

be in the range 0 ≤ 𝑃𝑃 ≤ 1. 

                                                           
made throughout the years. However, information theory, in its more abstract in-
carnations, applies much more widely than most assume, and does not even neces-
sarily rely on computational metaphors. Demirel (2014) and Griffiths et al. (2015) 
both provide good examples of applying information theory without relying on com-
putational metaphors. 
 The present discussion focuses on information theory in two ways. First, as a 
measurement tool, using active information. As mentioned already, active infor-
mation does not rely on any computational metaphor to be usable for measurement, 
and has already shown its usefulness both inside and outside of computational sys-
tems. Second, as a source of providing limiting behavior or conservation rules for 
teleonomic systems. Here, the analogy to computation is more direct, but its appli-
cation is more limited. That is, we are not applying information theory to the whole 
of the biological organism, but only to parts which can be determined to follow 
computable rules as delineated in the physical Church-Turing thesis. Information 
theory provides both the necessary requirements for inclusion in this analysis as well 
as the analysis tools themselves. For aspects of biological organisms which do not fit 
these requirements, the application of these limitations simply does not apply. This 
is what makes the taxonomy of teleology described in Section 1 helpful—it provides 
a way of at least naming the type of causality being proposed and therefore the tools 
relevant to its investigation. 
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 To adequately compare persistence to active information, we need  
to establish some sort of equivalency between the terms in each formula-
tion. For a first-order comparison of the measurements, we can use the 
equivalencies 𝐼𝐼𝛺𝛺 = −log2(𝑅𝑅) and 𝐼𝐼𝑆𝑆 = −log2 �

𝐺𝐺
𝑁𝑁
� to bridge the two measure-

ments. 
 While the measurements have some similarities, there are several ad-
vantages to active information over persistence. The first advantage is that, 
as an information measure, active information is sub-additive, while persis-
tence is not. This means that active information measurements can be com-
bined in meaningful ways. Being sub-additive means that adding infor-
mation measures leads to an upper bound, not to a single value. Nonethe-
less, in the case of persistence, no means of combining values are provided 
at all. In Lee and McShea (2020), they suggest separating out different 
subspaces by probability structure. Separating such spaces in persistence 
measurements means that the results of the spaces are not combinable, 
while they would at least be sub-additive using active information. 
 The second advantage of active information is that the structure of the 
space generated by persistence does not make as much sense as that of 
active information. Both active information and persistence attempt to dis-
count the teleological process when the probability structure dictates high 
success rates, and they both yield negative values when those processes 
point away from the goals. However, in both cases active information makes 
more mathematical sense than persistence, and it also provides additional 
structural benefits as well. 
 For instance, the negative side (where the “teleology” is actually point-
ing the wrong way) of persistence seems degenerate—the positive case yields 
values from 0 to 1, but the negative side can diverge to any negative value. 
If 𝐺𝐺

𝑁𝑁
= 0.99 and 𝑅𝑅 = 0.9, the result is 0.9, but, if they are reversed, the result 

is −9. Active information is symmetric on both the positive and negative 
sides. For the same probabilities, the active information is ≈ 0.095 bits, 
but, if 𝐺𝐺

𝑁𝑁
 and 𝑅𝑅 were reversed, the active information is ≈ −0.095 bits. Lee 

and McShea (2020) actually considers all negative values to be zero, as all 
such values indicate that the organism is not oriented towards the goal. 
While this may be true, the lack of symmetry indicates that the measure-
ment is not well-grounded mathematically. 
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 As for discounting for the environmental assistance, while persistence 
does do some discounting, the discounting for persistence is neither suffi-
ciently high nor does it track well. For instance, if the process performs 
100% good moves, that isn’t especially surprising if the environment dic-
tates a probability space that is 99.99% favorable. Persistence, however, 
measures this as a 1 (the highest score). Active information, on the other 
hand, would only count that as ≈ 0.000144 bits. Where the environment 
entirely dictates the outcome, persistence is indeterminate while active in-
formation is zero, indicating that there is nothing being enhanced to the 
environment’s distribution (persistence is simply undefined in this case). As 
noted in Griffiths et al. (2015), causal specificity is an important aspect of 
causation, and here active information is much better able to measure this 
specificity than persistence.7 
 Additionally, when considering degenerate cases where where success is 
literally impossible but success occurs anyway (i.e., 𝑅𝑅 is 0 but 𝐺𝐺

𝑁𝑁
 is positive), 

active information correctly yields infinite values, while persistence simply 
yields 𝐺𝐺

𝑁𝑁
. It is difficult to imagine how we should not be impressed by the 

teleological accomplishment of the impossible, but here persistence is giving 
it an equal or lower score than for the easy accomplishment of 100% accu-
racy when the environment yields 99.99% assistance. Likewise, this contin-
ues to be problematic in non-degenerate cases where 𝑅𝑅 is merely miniscule 
or infinitesimal where the limit is likewise 𝐺𝐺

𝑁𝑁
. Essentially, while persistence 

                                                           
7  In reference to Griffiths et al. (2015), I should make a note about the relationship 
of their measurement of causal specificity using mutual information and our measure 
of teleology using active information, as the two measurements are closely related. 
Mutual information essentially averages active information across all available pos-
sibilities, while active information focuses on the specific possibilities of interest 
(here, teleological goals). In other words, mutual information as used by Griffiths et 
al. (2015) measures total causal influence between cause and effect, while active 
information focuses on causes related to specific classes of effects (i.e., meeting a 
goal). Mutual information is always non-negative, so it would measure a cause point-
ing away from the goal as having positive mutual information, even though the 
information is in the wrong direction. Active information (which is a form of 
pointwise mutual information) allows for indicating both causal specificity and di-
rectionality. 
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can provide a limited ability to factor out the help the environment pro-
vides, it seems to fail completely to factor in the difficulty the environment 
provides. 

4.2. How might primary teleology interact with physics? 

 One potential problem with any approach to teleology which includes 
primary teleology and distinguishes physical and teleological probability 
spaces (whether active information, persistence, or some other measure-
ment) is that models and methodologies have not been established for the 
intereractions of the physical and the teleological, leaving open the question 
of how 𝐼𝐼𝑆𝑆 can come to be different from 𝐼𝐼𝛺𝛺 or how 𝐺𝐺

𝑁𝑁
 can come to be different 

from 𝑅𝑅.8 Babcock and McShea (2021) have suggested that teleology oper-
ates as a field much like other fields that have been discovered. They note 
that fields “are multiply realizable and diverse in their composition,” and, 
thus, there is no fundamental issue at play. Whether one takes an internalist 
or externalist view to primary teleology, the same question arises—how does 
one think about the interaction of the teleological and the non-teleological? 
While it is an open question (and not directly addressed by the present 
methods), it is certainly not problematic for the present methodologies. 
 An example means of addressing such a question would be to take the 
physical possible outcomes and the teleological possible outcomes and, with 
the intersection of their possibilities, combine their probabilities in some 
fashion and then remap the probabilities so that they add up to 1. For 
instance, let 𝛺𝛺 be an array of possible future states of the universe, and let 
𝛼𝛼 be an array of the probabilities of each of those states where the index of 
𝛼𝛼 matches the index of 𝛺𝛺 that it is standing in for. Now let 𝛽𝛽 be a similar 
array but for the probabilities based solely on primary teleology. We can 

                                                           
8  This question is not as directly relevant when dealing with teleonomic causes, 
because the information or control system manages the change in probability space, 
as noted in Section 2. However, even then, a more ultimate question remains about 
how those control systems came to be, and, as will be discussed in Section 7, the 
degree of difficulty gets larger, not smaller, as it gets pushed back in time, thus 
indicating that, at some point, primary teleology will likely be required. 
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combine these distributions into a new array, 𝛾𝛾, by performing the opera-
tion 

𝛾𝛾𝑖𝑖 =
𝛼𝛼𝑖𝑖 𝛽𝛽𝑖𝑖

∑ 𝛼𝛼𝑗𝑗𝑗𝑗  𝛽𝛽𝑗𝑗
 

with potentially some additional failsafes to prevent an undefined distribu-
tion.9 The point here is not that this particular suggestion is the correct 
model (or even an approximation of a correct model), but merely to demon-
strate that there is not a conceptual problem with having models that dis-
tinguish primary teleological and physical probability spaces. 

5. What requires teleological causation? 

 To begin a quantitative investigation into teleological processes 
(whether primarily teleological or teleonomical), we first need to be able to 
identify them qualitatively. What we need to know are what sort of out-
comes require teleological processes to occur. 
 There are many processes which might occur either through teleological 
means or through non-teleological means. A rock could tumble down a 
mountain either because the wind blew it down or because someone pushed 
it. There is usually nothing in the nature of the tumbling rock which would 
give a clue as to which type of cause occurred. However, because teleological 
solutions can narrow the solution space by many orders of magnitude, we 
can in fact detect certain types of solutions which require (within a 
miniscule margin of error) teleological processes. 
 It is insufficient, though, to simply measure differences in probabilities 
of outcomes given certain starting points. In order for something to qualify 
as being teleological, it has to be identifiable as having a goal. For the 
purposes of biology, one can postulate that a goal is something that an 
organism can do or cause to happen which benefits the organism itself in 
some way. This is categorized as an “intrinsic purpose” by Koons (1998). 
In biology, a more objective way of identifying a goal is given by Mossio 

                                                           
9  For instance, if there is no overlap between physical and teleological possibility 
space, all terms become 0

0
 under this formalism. 
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and Bich (2017), where the goal should be something involved with the 
maintenance of the closure of the organism. However, benefit itself is insuf-
ficient to establish something as teleological, as there may be processes 
which are beneficial but also simply expected from the environment. In-
stead, one needs to demonstrate in some way that an operation is suffi-
ciently more likely to occur when beneficial than when not. That is, if the 
end-goal modifies the probability space to a sufficient degree to lean towards 
the goal, then we have justification to call the organism’s actions teleologi-
cal. 
 The degree of probability-space modification required for justifying at-
tributing a process to teleological causes is determined by convention just 
like 𝑝𝑝-value or 𝛼𝛼-level thresholds are determined by convention for justify-
ing material causes. This is a new area of inquiry, so official conventions 
have not been established. Since active information is a specified complexity 
model (Bartlett 2020a) and 𝛼𝛼-levels in such models can be converted to bits 
(−log2(𝛼𝛼)) for comparison (Montañez 2018), we can use 𝛼𝛼-level conventions 
for significance tests. This would yield 4.33 bits for an 𝛼𝛼-level of 0.05, or 
6.65 bits for an 𝛼𝛼-level of 0.01. These represent the low end of what might 
qualify for recognizing an event as teleological. 
 On the other end of the spectrum is what is often referred to as the 
“universal probability” bound. This is a probability limit which, when used 
in specified complexity models, render the specified outcome not just un-
likely, but that it would go beyond exhausting the probability resources of 
the whole history of the universe to achieve the result (Dembski 2006; Abel 
2009). Depending on the source, this has been variously calculated as being 
between 360 and 500 bits. 
 Unfortunately, 4.33–500 bits is a huge range for which conventions have 
not been established. However, keeping in mind that the upper end of this 
range is only there to provide near-certainty across all time and space, I 
would offer 10 bits as generally being good evidence for teleological behav-
ior, as it is an order of magnitude beyond the conventional requirements for 
inferring material causation. 
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6. Limitations of teleonomy compared to primary teleology 

 Teleonomy is essentially teleology that is due to a code or program 
(Mayr 1961). In the present theoretical framework, teleonomy represents 
prior, existing information that can be leveraged by an organism in order 
to accomplish a goal. In other words, this code provides information to the 
organism about likely ways that possibility space can be reduced to solution 
space. The information need not be total—partial reductions in possibility 
space are helpful as long as they reduce it to within an amount that allows 
for an organism to reasonably find a solution. 
 Therefore, teleonomy can function similarly to primary teleology within 
this framework. However, teleonomy can only function this way within a 
bounded (though possibly large) scope. Once outside this scope, teleonomy 
no longer supplies information to the process, and in fact can potentially 
detract from the process if the boundaries of the usefulness of the code do 
not match the organism’s present circumstances. 
 Teleonomy does not have to be a code per se, but any sort of mechanism 
(as defined in Section 3) suffices for teleonomic considerations. However, 
teleonomy occurring through a code is both easier to analyze (as the possi-
bility space is easier to examine qualitatively and quantitatively) and it is 
present (and required) for evolvable systems, as certain types of reproduc-
tion require code-based reproduction (Mignea 2014).10 Therefore, although 
teleonomy does not require codes per se, our analyses will tend to be code-
focused for simplicity, straightforwardness, and applicability to reproducing 
evolvable systems. However, information theory can be applied to any bio-
physical system through entropy analysis, as shown in Demirel (2014). Pro-
cesses involving codes merely make the process much more tractable in 
common cases. 

                                                           
10  A simple explanation of why reproduction requires a code is to imagine a copier 
of physical structures compared to a code-based copier. For many physical struc-
tures, the actual process to achieve the end-result is not inferable from the structure 
itself. Therefore, the “thing” that is copied has to be some form of information, not 
the thing itself. 



240 Jonathan Bartlett 

Organon F 30 (3) 2023: 222–254 

 Interestingly, because we are analyzing code-based teleonomy, many of 
its properties can be investigated using computability theory.11 We can use 
computability theory to determine the limits of what the teleonomic codes 
themselves are capable of. This does not necessarily limit the capabilities of 
the organism, as it may have other sources of teleology (primary internal 
teleology or general external teleology). But we can find limits of what in-
ternal teleonomy alone may be able to accomplish within an organism. 
 One interesting insight is that many tasks that require primary teleology 
for a general solution can be supplied a specific or semi-specific solution 
using code. For an abstract example, take the halting problem discussed 
previously. While the halting problem is not solvable for programs gener-
ally, code can be added to solve for specific instances or classes of the halting 
problem. That is, in code, we could write detection code to determine if, 
say, a loop counter did not go in the proper direction in order to reach a 
termination condition. Likewise, we could write detection code that de-
tected when the same state was acheived more than once (which necessarily 
indicates an infinite loop in deterministic systems). 
 However, what is generally not possible is teleonomy (code) that pro-
duces new code that performs outside the classes of solution that it already 
considers.12 This is often known as Levin’s law, and it is colloquially stated 
as “torturing an uninformed witness cannot give information about the 
crime” (Levin 1984). This result is stable in deterministic, non-

                                                           
11  Against the objection that biological codes are unlike computer codes, here we 
are only considering computability theory in general, which finds general truths ap-
plicable to all coded systems, regardless of the specifics of the way that the codes 
are mapped onto function. Additionally, for those considering material causes to be 
coextensive with computation as described in Section 3, this would apply to all ma-
terial causes whether or not we conceptualized the underlying system as a “code.” 
12  It is possible for someone to separately identify additional classes of solutions. 
The problem, however, is that an organism (or program) does not encounter new 
classes of challenges based on their appropriateness to in-built solutions, but rather 
as the environment presents them. Therefore, while there will likely be additional 
classes of problems that the code can solve, the provisio “generally not possible” 
refers to the fact that organisms are encountering challenges that are from outside, 
and therefore independent of what the organism might have programming to solve. 
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deterministic, and mixed contexts, and is sometimes termed as “conserva-
tion of information” (Holloway 2020). 
 Note that, unlike other conservation laws, conservation of information 
is not absolute. Information content (measured in bits) can grow; it just 
grows extremely slowly. Since informational bits are the negative log (base 
2) of probability, information content can only grow with the logarithm of 
the number of probabilistic attempts at a solution (see Figure 2). In this 
case, while geological time can provide some amount of information, the 
universal probability metric (which takes into account the estimated age 
and size of the universe) limits the amount of information gained to 500 
bits as previously noted. Indeed, as noted in Hössjer, Bechly, and Gauger 
(2021), without imposing external sources of information, waiting times in-
crease exponentially with the size of the needed mutation. 
 So, while teleonomy can be used to contain a relatively static amount 
of information towards organismal teleology, it does have limits based on 
the initial information content. These limits cannot be stated a priori be-
cause, for any finite set of mechanistic (i.e., computable) challenges, there 
could be code that assisted the organism in solving or mitigating the chal-
lenge. Some such mechanisms in biology have been reviewed in Payne and 
Wagner (2019). However, because the amount of code or number of mech-
anisms itself is finite, there will be potential challenges whose solutions are 
unattainable strictly through teleonomy. 

7. Teleonomy and evolution 

 Evolutionary theory has often excluded teleological causes historically. 
However, the recent advent of evolutionary teleonomy (Corning 2014; Bart-
lett 2017b) has started to reincorporate teleonomic causes into the process 
of evolution. Additionally, recent advances have shown that the evidences 
that were previously used to exclude teleonomic understandings of evolu-
tionary processes were misinterpreted (Bartlett 2023). 
 Within evolution, the role of teleonomy and teleology generally to pro-
duce evolutionary novelty effectively occupy the same basic roles as for 
producing goal-oriented solutions during an organism’s life, with the im-
portant difference that, here, the target is the genetic code itself. Effectively, 



242 Jonathan Bartlett 

Organon F 30 (3) 2023: 222–254 

evolution is acting (at least mathematically) as a search for a solution 
within code to solve a problem. Therefore, since it is operating mathemati-
cally as a search, that means that the mathematics of search apply to the 
production of evolution, whether or not evolution is ontologically a search 
(which is a matter of debate). When dealing with teleonomy, this leads to 
a conservation of information problem that mirrors the one in the previous 
section. That is, we cannot add significant amounts of information by 
simply processing what is already there. 
 However, what can be done is for an organism to have information about 
what sorts of external environments require what sort of internal changes. 
Essentially, organisms maintain not only the explicit genome, but what 
Caporale calls an “implicit genome,” which consists of not only the present 
state of the genome but also of the states which it is programmed to achieve 
(Caporale 2006). Teleonomy can maintain a partial mapping of external 
environments and potentially successful DNA configurations, or even just a 
mapping of likely biologically valid operations on existing DNA. This has 
been observed repeatedly by many investigators at least as far back as the 
1990s (Hall 1999), many of them reviewed in Caporale (2006), Zhang et al. 
(2013), Bartlett (2017c), and Bartlett (2020b). 
 Stochasticity does play a role here. However, because the number of 
possible configurations grows exponentially with the size of a search space, 
teleonomy is required in order to bring the number of attempted states 
down to a reasonable level that selection can sort through on timescales 
required by the population (see Figure 3). Such teleonomy in evolution can 
be measured using the techniques described in Section 4. Bartlett (2020b) 
provides several equations that can be used in this measurement along with 
examples of it being applied. 
 One example of its application is in measuring the amount of teleology 
E. coli demonstrates when adapting to starvation in the presence of citrus, 
as explored in Hofwegen et al. (2016). They found that, when under selec-
tion, E. coli produced Cit+ mutations faster than when not under selection. 
When under selection, getting a Cit+ mutation is needed for maintaining 
self-closure, so it qualifies as a teleological goal. To quantify the teleology 
using active information, we would compare the probability that the muta-
tion occurred when not under selection to the probability that the mutation 
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occurred when under selection, showing that E. coli contributes ≈ 12.4 bits 
of information towards the search for Cit+ mutations when under selection. 
 This was measured by using the probability of a mutation to yield a 
Cit+ phenotype when occurring in absence of selection, which is 1

1010
, com-

pared to the probability of a mutation to yield a Cit+ phenotype when 
occurring in the presence of selection (i.e., when needed), which is 1

1.8×106
. 

Therefore, the active information metric is calculated from (2) as 𝐼𝐼+ =
−log2 �

1.8×106

1010
� ≈ 12.4 bits. This is greater than the threshold proposed in 

Section 5, and indicates that this process is indeed teleological. We can go 
further with some additional simplifying assumptions (which may or may 
not turn out to be true). If we assume that the teleology is teleonomic, and 
that the teleonomy is codified within DNA, then we can expect that there 
is a mechanism encoded within the DNA which is causing these mutations 
to be more likely when under selection. However, active information is not 
equivalent to data length, so the amount of DNA required to accomplish 
this cannot be inferred from active information alone. Thus, as a practical 
benefit, active information can be used to help know when the search for a 
mutational mechanism is justified, as such experiments can have significant 
associated costs. 
 Many, such as Caporale (2006), suppose that, with time, evolution will 
be able to add to its ability to find solutions using material mechanisms 
alone (e.g., the mechanisms provided by the modern synthesis, or some 
other material mechanism). Since selection favors the ability to find solu-
tions, it is supposed that organisms will evolve an increased ability to find 
solutions over time. However, the mathematics of search says that this is 
not likely. In the mathematics of searching, evolving a more evolvable sys-
tem would be equivalent to a search for a search. However, a search for a 
search actually requires more initial teleonomy than the search itself, not 
less. This result has been formalized in search as the “displacement theo-
rem” (Dembski and Marks II 2010). Essentially, this means that teleonomy 
only provides for bounded or parameterized amounts of novelty, which is 
in accord with what is known from information theory (Holloway and Marks 
II 2018). This is backed up by empirical studies of the general capabilities 
of evolutionary algorithms (Woodward and Bai 2009; Yampolskiy 2018). 
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 One common objection to the above idea is that the information could 
be in the environment rather than the organism. This is technically true, 
but doesn’t actually solve the problem. The reduction of possibility space 
to solution space is a massive reduction, and performing the reduction re-
quires specific information which matches the structure of the organism. In 
order for the organism to take advantage of this, one of two things must be 
true. Either the organism already knows the range of variation in the envi-
ronment, and is already coded to search and match it (in which case we are 
back to the information actually residing in the organism), or the environ-
ment has specific information on how to modify the organism to match the 
environment. In the latter case, this merely reduces to an externalized tele-
onomy. 
 This is much like a factory which contains information about how the 
objects it produces should turn out. It is true that the information is exter-
nal to the objects being produced, but it does not get around the need for 
teleonomy in the process as a whole, it just locates it externally. 
 Note that these limits are not the limits of evolution per se, only the 
limits of teleonomically-directed evolution (and, by extension, evolution 
without general teleology). There is nothing here which excludes primary 
teleology, whether internal or external, for which limitations are not known. 
Even though the limits of teleonomy are not equivalent with the limits of 
evolution, making such a distinction is important because recognizing the 
fundamental limiting principles of mechanical types of causes help us to 
locate, discover, and analyzes those types of causes. It does not imply a 
limitation on the total range of causes available, just a way to analyze those 
that are encompassed by the prerequisites of teleonomy. 

8. Conclusion 

 As we have seen, we can generate a more mathematical conception of 
teleology by looking at it from the perspective of probability spaces and 
information theory. The mathematical form of teleology is the ability of an 
organism to reduce the possibilities from the ones provided by physics to 
ones that are more likely to be in accord with the organism’s own goals. 
This reduction, or at least aspects of it, is measurable. 
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 Teleonomy is essentially encoded teleology. As such, information theory 
and computability theory provide abstract tools that enable further inves-
tigation of teleonomy’s capabilities and limitations. Teleonomy, while his-
torically not applied to evolution, has been shown in recent years to have a 
much more important role in the evolutionary process. However, the limi-
tations imposed by information and computability theory give a limitation 
to how much teleonomy can contribute to evolution without relying on ad-
ditional teleological causes. 

Figures and Tables 

Table 1: Examples of Types of Teleology 

 Internal Teleology External Teleology 

P
ri

m
ar

y 
T

el
eo

lo
gy

 

hylomorphic form, soul, 
free will 

other organisms with primary teleol-
ogy, cosmic teleology (such as teleol-
ogy inherent in nature or the uni-
verse, deity, etc.) 

T
el

eo
n-

om
y 

biophysical control sys-
tems, developmental pro-
cesses, DNA, histone code, 
sugar code 

cultural rules and expectations, 
physical laws of form (see Denton 
and Marshall (2001)) 

Figure 1: Teleological Causes Shift Distributions: Conceptual Illustration 

The graphic above represents a distribution of possible outcomes as might 
be expected from physics. 
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The graphic above represents a shifting of probabilities of outcomes due to 
teleology, where beneficial outcomes are now favored. The possibility space 
can remain the same even as the probabilities of outcomes change. The 
teleology of these shifts can be quantified using active information. 

Figure 2: Information Generation Under Conservation of Information 

The maximum number of bits of information content that can be generated 
from teleonomic sources according to conservation of information is the log 
(base 2) of the number of attempts. As pictured, even with 109 attempts, 
not even 30 bits of information content can be generated. Note that infor-
mation content here is not necessarily equivalent to code or data size. 
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Figure 3: A Depiction of Evolutionary Teleonomy 

 

Although the possible genetic space that a population can search is large, 
it is miniscule compared to even the nearby possibility space (orders of 
magnitude more miniscule than depicted here). The dashed circle represents 
the size and location of genetic search space of a population by unassisted 
mutations (in the modern synthesis, selection does not change local muta-
tion space). Evolutionary teleonomy represents the shifting of the mutation 
space for the population so that individuals are more likely to hit targets. 
As shown, not all possible targets need to be included in this new possibility 
space, only more targets than were included in the prior probability space. 
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Abstract: The existence of deep moral disagreement is used in support 
of views ranging from moral relativism to the impossibility of moral 
expertise. This is done despite the fact that it is not at all clear 
whether deep moral disagreements actually occur, as the usually 
given examples are never of real life situations, but of some general-
ized debates on controversial issues. The paper will try to remedy 
this, as any strength of arguments appealing to deep moral disagree-
ment is partly depended on the fact the disagreement exists. This 
will be done by showing that some real life conflicts that are intrac-
table, i.e. notoriously difficult to resolve, share some important fea-
tures with deep moral disagreement. The article also deals with the 
objection that the mere conceptual possibility renders illustrations of 
actually happening deep moral disagreements unnecessary. The prob-
lem with such objection is that it depends on theoretical assumptions 
(i.e. denial of moral realism) that are not uncontroversial. Instead, 
the article claims we need not only suppose deep moral disagreements 
exist because they actually occur when some intractable conflicts oc-
cur. Thus, in so far as to the deep moral disagreement’s existence, 
the arguments appealing to it are safe. But as intractable conflicts 
can be resolved, by seeing deep moral disagreements as constitutive 
part of them, we might have to consider whether deep moral 
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disagreements are resolvable too. A brief suggestion of how that 
might look like is given in the end of the paper. 

Keywords: Argument from disagreement; Deep moral disagreement; 
Intractable conflict; Israeli-Palestine conflict; South African apart-
heid 

Introduction 

“Deep” or “radical” moral disagreement is essentially a situation, in which 
parties hold incompatible moral values or principles and are thus unable to 
agree on a given moral issue. Significantly, what makes such disagreement 
deep is the impossibility to determine who in the disagreement is mistaken. 
The usual suspects such as fallacious reasoning, cognitive bias, or some 
other deficiency in the involved parties are out of the picture, as neither of 
the equally able “reasoners” (often called epistemic peers) suffer from it.  
 In some sub-disciplines of moral philosophy, such as moral epistemology 
or meta-ethics, this deep moral disagreement is often used in different kinds 
of arguments, ranging from support of moral relativism to denial of the 
notion of moral expertise. Further, any such argument presumably draws 
its strength partly from the fact that such deep moral disagreement exists. 
Oddly enough, arguments appealing to deep moral disagreements never 
quote particular instances of deep moral disagreements that actually hap-
pened. All that is given are intuitive, but nonetheless very general examples, 
such as debate on moral permissibility of abortion, homosexuality or meat-
eating.  
 The usual explanation behind this is that deep moral disagreement need 
not actually exist, as the possibility of its existence validates arguments 
appealing to it well enough (Tolhurst 1987). This reasoning, however, is 
seriously challenged by objectivist replies, according to which deep moral 
disagreements do not exist and are also conceptually impossible (Parfit 
2011). 
 The omission of historical examples, as I define them in a moment, thus 
merits skepticism about the existence of deep moral disagreements, and in 
turn arguments build on it. In this paper, I wish to put such suspicions to 
rest. 
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 In what follows, I will show that deep moral disagreements do, in fact, 
exist, although not exactly in the way philosophical literature defines them. 
I will claim that the best real life instance of deep moral disagreement can 
be found in some “intractable conflicts” studied by the discipline of peace 
and conflict studies. Intractable conflict is long-lasting, mentally, and some-
times even physically destructive disagreement, which resists every attempt 
at a successful resolution (Deutsch, Coleman, and Marcus 2006). There are 
many forms of intractable conflicts and not all have deep moral disagree-
ments in them. Many, however, do and this makes them fine historical 
examples of deep moral disagreements. My goal, then, is to show the salient 
features that both concepts share. This will be accomplished in the following 
manner. 
 First, I introduce the concept of deep moral disagreement. Second, I 
provide some illustrations of the arguments appealing to it and mention the 
fact that these arguments have serious sociopolitical consequences, making 
it much more important to prove the validity of their starting premise. 
Whenever possible, I will be bringing attention to the fact that the usual 
examples of deep moral disagreements are never of actual events, but in-
stead of general moral debates that seem like they are deep. Third, I deal 
with a possible objection according to which it is unnecessary to prove the 
actual existence of deep moral disagreement, as the mere possibility vali-
dates the conclusions drawn from it. I rebut with objectivist arguments that 
deny even the mere possibility of deep moral disagreements. Finally, I in-
troduce the concept of intractable conflict and, by exposing its salient fea-
tures, argue that some of them are the best real life instances of deep moral 
disagreement. If I am right, philosophers need not worry about whether 
deep moral disagreements exist, or are possible. However, they will have to 
lessen their expectations regarding the irresolvability of deep moral disa-
greements. 

1. Deep moral disagreement 

 In the most recent comprehensive review of the topic of disagreement in 
general, Ronald Rowland (2021) goes through all popular arguments from 
disagreement in the fields of (moral) epistemology, meta-ethics, normative 
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ethics, and political philosophy. Using his review, I want to define deep 
moral disagreement and start exposing the systematic lack of what I in a 
moment define as historic examples. 
 Disagreement, technically speaking, is a situation in which one person 
beliefs p and the other ~p. An illustration of this, on Rowland’s view, is two 
people disagreeing on what type of taxation policy helps the least well-off 
in the most effective way. For him, such disagreement is a matter of “non-
moral empirical facts,” and it can be settled as such (Rowland 2020, 2). In 
contrast, moral disagreements “would survive even if parties to these disa-
greements agreed on all the relevant non-moral facts and information” 
(Rowland 2021, 5). With regards to taxation, the parties of moral disagree-
ment do not disagree on what policy should be applied, but on whether it 
is just to apply any taxation policy at all. Moral disagreement boils down 
to disagreement about moral values and principles, such as individualist vs. 
collectivist forms of morality. A more formal definition would thus be: moral 
disagreement is a situation in which one person wants to act according to 
the moral principle or value m and the other according to some moral prin-
ciple or value that is incompatible and incommensurable with m (cf. Kekes 
1996, chap. 4). But what makes moral disagreement deep? 
 Further on, in the context of epistemology, Rowland considers deep dis-
agreements – for clarity, call them deep non-moral disagreements. For non-
moral disagreement to be deep, two conditions must be met: (i) parties of 
disagreement have different ways of assessing evidence and what even 
counts as evidence, that is, they have different epistemic principles; and (ii) 
there exists no further (meta)epistemic principle that would settle the dis-
agreement of first-order epistemic principles (Rowland 2021, 116). Rowland, 
interestingly enough, gives a real-life illustration of this: the disagreement 
between “old earthers and young earthers.” These parties do not even agree 
on what counts as evidence (the Bible vs. data from radioactive dating), 
and there is seemingly little they can do about it. 
 Next, Rowland presents the use of deep non-moral disagreement in epis-
temological theorizing. Namely, he considers what are the implications of 
deep non-moral disagreement for confidence of our beliefs. On the concilia-
tionist view, (non-deep) disagreement serves as higher order evidence of a 
mistake, forcing the parties involved to lower the confidence of their 
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respective beliefs.1 This is not so when disagreement is deep, in which case 
the steadfast view holds: “if we find ourselves in a deep disagreement with 
another about whether p, this does not give us reason to lower our confi-
dence or suspend belief about whether p,” because this disagreement is ex-
plained by the parties’ adherence to different epistemic principles and not 
by a reasoning mistake they made (Rowland 2021, 116). It is also worth 
noting that Rowland provides a number of illustrations here. I will return 
to this point later. 
 Finally, Rowland arrives at deep moral disagreement. It is worth quoting 
him at length. 

There seem to be some important moral epistemological im-
plications of this view. At least some, perhaps many, disagree-
ments about the moral status of abortion and homosexuality 
are deep. For some people believe that abortion and homosex-
uality are wrong on biblical or religious grounds. Those who 
disagree and do not form moral beliefs on the basis of biblical 
or religious interpretation find themselves in a deep disagree-
ment about the morality of homosexuality and abortion. So 
neither party to these deep moral disagreements have the jus-
tification of their moral beliefs defeated or undermined by 
these deep moral disagreements. (Rowland 2021, 117) 

 Let me give two comments to this. First, notice how Rowland translates 
the conditions of deep non-moral disagreement to the sphere of moral disa-
greements. He portrays a picture, in which some people believe abortion to 
be wrong on “religious grounds,” whereas others disagree, because they “do 
not form moral beliefs on the basis of biblical or religious interpretation.” 
Thus, they have different moral principles or values.  
 Furthermore, Rowland adds that because parties have different grounds 
for their respective moral beliefs, the disagreement they are involved in does 
not defeat or undermine their respective moral beliefs. For that to be the 

                                                           
1  “If we should believe that there is a substantial division of opinion among our 
(approximate) epistemic peers regarding whether p, then, other things equal, we 
should suspend belief about whether p or significantly lower our confidence about 
whether p” (Rowland 2021, 89). 
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case, to repeat, the parties would have to share the grounds for their moral 
beliefs and there is only one way for them to start sharing the grounds – 
they must appeal to some moral meta-principle that would determine which 
of their starting moral principles or values should be abandoned. If that 
happened, the disagreement would be explained by the fact that one of the 
parties made reasoning mistake. The problem is, for Rowland, that they are 
unable to appeal to some moral meta-principle, “since the parties to these 
disagreements disagree about which principles generate more reliable re-
sults” (Rowland 2020, 118). In other words, they do not and cannot share 
the grounds for their respective moral beliefs. Thus, the disagreement stands 
despite no one being wrong and there is nothing that can be done about it.  
 In my reading, then, for moral disagreement to be deep, two conditions 
must be met: (i) parties of disagreement hold incompatible and incommen-
surable moral principles or values and (ii) there exists no further way of 
settling the disagreement between moral principles or values. 
 My second comment concerns the examples of deep moral disagreements 
that Rowland gives: morality of abortion and homosexuality. After this, he 
gives one more, stating that “[s]ome disagreements between act-utilitarians 
and their opponents may also be deep disagreements” (Rowland 2021, 116). 
Are these good examples of deep moral disagreement?  
 First off, what makes an example of deep moral disagreement good? At 
first approximation, an example of any phenomenon should arguably allow 
us to grasp or get the hand of what is salient about the phenomenon. We 
can use closer characterization given by Timothy Williamson in his paper 
on role of examples in “armchair philosophizing”:  

Examples are almost never described in complete detail; a 
mass of background must be taken for granted; it cannot all 
be explicitly stipulated. Many of the missing details are irrel-
evant to whatever philosophical matter are in play. (William-
son 2005, 6) 

It is this “philosophical matter,” in my estimation, that is supposed to be 
conveyed by useful examples. But the question now is, what is a “philo-
sophical matter” that is supposed to be conveyed by examples of deep moral 
disagreements? Or put differently, what do we want from examples of deep 
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moral disagreement? I believe it is three things: conditions (i), (ii) and the 
example to be describing actually existing event (or existence condition for 
short). When an example of deep moral disagreement meets all three of 
these “philosophical matters,” I shall call it a historical example of deep 
moral disagreement, or historical example for short. When an example 
meets only (i) and (ii), as is most often the case, I shall call it ahistorical 
example of deep moral disagreement, or ahistorical example for short. 
 Are Rowland’s examples of deep moral disagreement – morality of abor-
tion and homosexuality – historical? Undoubtedly, there were and still are 
debates on such issues. But do these debates meet (i) and (ii) too? This, I 
claim, we cannot know until we analyze their real life instances. Granted, 
Rowland suggests that from all the disagreements on morality of abortion 
or homosexuality, only “some” and “perhaps many” are deep. But why does 
he think so? The answer lies, I suppose, in the fact that it is possible to 
imagine they meet (i), (ii) and existence condition at the same time. This 
answer, however, will not do because there are serious objectivist challenges 
to it that would first need to be dealt with. I shall spend more time on this 
in section 3. Before that, let me explain what existence of deep moral disa-
greements is supposed to imply (and why it matters) by showcasing two 
different arguments appealing it: one from meta-ethics and the second from 
moral epistemology.  

2. Arguments from deep moral disagreement 

 Let me start the exposition of arguments from the deep moral disagree-
ment in meta-ethics. Namely, with arguably the most famous argument 
against moral objectivism: John Mackie’s “argument from relativity.” 
 Mackie appeals to the existence of deep moral disagreement2 in arguing 
against moral objectivism, a thesis that – to put it in one way – moral 

                                                           
2  Granted, he uses different terminology. But his conclusion that one and the same 
thing can arouse “radically and irresolvably” (Mackie, 1991, 38, emphasis mine) dif-
ferent moral judgments in different people – i.e. people may “iresolvably” disagree 
about something – leads me to believe he refers to what I defined as deep moral 
disagreements. See also citations of him below. 



262 Serhiy Kiš 

Organon F 30 (3) 2023: 255–277 

values “are not part of the fabric of the world” (Mackie 1991, 15, see also 
29-30). If the values were objective, the argument goes, we would see agree-
ment in people’s “ways of life” more often. However, we do not observe 
much of this agreement. Mackie asks why. 
 One possible answer is to say that there are “very general basic princi-
ples which are recognized at least implicitly to some extent in all society,” 
and which then “married with differing concrete circumstances […], will be-
get different specific moral rules” (Mackie 1991, 37). Essentially, the reply 
goes, people follow the same moral principles, and the only difference is in 
the way they are deployed in virtue of their circumstances. This reply, how-
ever, is not enough for Mackie, as he does not believe this is what actually 
happens in life: universal moral principles “are very far from constituting 
the whole of what is actually affirmed as basic in ordinary moral thought.” 
Instead, what (Mackie claims) actually happens in life is that  

people judge that some things are good or right, and others 
are bad or wrong, not because […] they exemplify some general 
principle for which widespread implicit acceptance could be 
claimed, but because something about those things arouses 
certain responses immediately in them. (Mackie 1991, 37-8) 

The second possible answer as to why there is not much agreement accord-
ing to Mackie is the claim that many disagreements can also be seen in 
science. Disagreements there, however, do not lead us to refuse objectivity. 
Mackie’s rejoinder is simple: when disagreements occur in the sciences, they 
can be easily explained by showing that some mistakes in the research pro-
cess were made. However, Mackie continues, “it is hardly plausible to in-
terpret [deep] moral disagreement in the same way,” where the “causal con-
nection” is the exact opposite: people approve of monogamy because they 
participate in it, not vice versa (Mackie 1991, 36). The conclusions come 
before the hypotheses are formulated, so to say.  
 Thus, Mackie’s belief that irresolvable differences among societies and 
individuals are best explained by refusing the notion that moral values are 
objective and instead accepting the relativity of values.  But notice how the 
whole of Mackie’s argumentation just assumes deep moral disagreements 
exist, or as he puts it: “[t]he argument from relativity has as its premiss the 
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well-known variation in moral codes” (Mackie 1991, 36, emphasis mine). 
However, what, if pressed, would Mackie cite as a source or evidence for 
this premise? Besides passing remark on moral code’s variation being a “fact 
of anthropology,” nothing else is said.  
 His example, if we may call it so, does arguably meet existence condi-
tion, but we do not know if “variation in moral codes” is a result of (i) and 
(ii) also. The mentioned “fact of anthropology” would help us to determine 
it. Unfortunately – and unsurprisingly –, Mackie does not quote any an-
thropological or ethnographic studies. Let me now move to another exam-
ple.  
 In her contribution to Oxford Studies in Metaethics series, Sarah 
McGrath considers “whether and to what extent moral disagreement un-
dermines moral knowledge” (McGrath 2008, 87). Despite using a different 
terminology, she has in mind what I am calling deep moral disagreement. 
She terms a belief that is a subject of deep moral disagreement a (capital) 
“CONTROVERSIAL”3 belief, defining it in a following way: “belief is CONTRO-

VERSIAL if and only if it is denied by another person of whom it is true that: 
you have no more reason to think that he or she is in error than you are” 
(McGrath 2008, 91). This is, however, different from (lower case) “contro-
versial” belief, which she defines as “hotly contested” questions, such as 
morality of death penalty, abortion4, meat-eating or charity-giving 

                                                           
3  She, not entirely helpfully, uses in her text “CONTROVERSIAL” in capitals as 
technical term and “controversial” in lower case as everyday adjective.  
4  Connected to this is one rather anecdotal proof of my point, which merits atten-
tion. It is located in Nicholas Sturgeon’s 1994 paper where he problematizes the 
connection between moral disagreement and moral relativism. In analyzing “unset-
tleable issues,” i.e. deep moral disagreements, he searches for examples: “Consider 
an example Foot and Wong both give of an unsettleable issue, that of the permissi-
bility of abortion.” He however hesitates to use it, claiming “this would not be my 
example, since I regard the permissibility of at least early abortions as quite settle-
able.” He nevertheless accepts it in the end: “but since I do admit unsettleable ques-
tions, let me use their example for the sake of discussion” (Sturgeon 1994, 94). It is 
as if it did not really matter what example of moral disagreement we use, as long as 
we assume it is deep. That is, as long as we assume (i) and (ii). The problem is, as 
I argue in section 3, we are not justified – at least not uncontroversially – in assuming 
the existence condition in equal manner.  



264 Serhiy Kiš 

Organon F 30 (3) 2023: 255–277 

(McGrath 2008, 92-3). It follows that “controversial beliefs” may be, but 
need not be, “CONTROVERSIAL.” That is, “hotly contested” questions of mo-
rality of abortion or meat-eating may be, but need not be, topics of deep 
moral disagreements. McGrath analyzes whether we can claim knowledge 
of those topics that are “CONTROVERSIAL.”  
 She proposes a claim: “If one’s belief that p is CONTROVERSIAL, then one 
does not know that p” (McGrath, 2008, 91, emphasis mine). Most im-
portantly, she provides an example. To illustrate CONTROVERSIAL belief, 
she first asks the reader to imagine that they disagree with a friend, but 
that the friend has made a mistake. Then she compares that to a different 
situation: “But suppose instead that you have no such reason to think that 
it is Alice who has made the mistake: as far you know [sic], it is just as 
likely that you are mistaken as she is,” in such case, McGrath concludes, 
we are not justified in claiming knowledge of the disputed proposition 
(McGrath 2008, 92, emphasis mine). Unsurprisingly and most importantly 
for the present study, she asks us only to suppose we are in deep moral 
disagreement. No such actual situation is described. Here, the example is 
ahistorical as it meets (i) and (ii) but not existence condition.  
 The existence condition would be met by showing that our actual dis-
putes on the permissibility of abortion or meat-eating are CONTROVERSIAL. 
However, this McGrath does not take for granted: “It is of course much less 
clear that [controversial moral beliefs] are also CONTROVERSIAL” (McGrath 
2008, 93). She proceeds by examining possible ways in which controversial 
beliefs could be also CONTROVERSIAL, concluding it to be possible, but only 
if we conceive the disagreeing parties as having “relatively wide background 
of shared moral beliefs,” which would suggest they are both equally likely 
to be right in a dispute on, say, the permissibility of abortion (McGrath 
2008, 106).  
 In sum, McGrath in her consideration of deep moral disagreement and 
the possibility of moral knowledge does not establish that deep moral disa-
greements occur, but only that they could, conceptually, occur. Therefore, 
her examples of deep moral disagreement are also ahistorical. 
 Before scrutinizing the strategy according to which it suffices for the 
arguments appealing to deep moral disagreement to establish its conceptual 
possibility, let me first explain why the validity of such arguments is 
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important beyond mere intellectual reasons. The matter of fact is, that the 
conclusions drawn from arguments appealing to deep moral disagreement 
are serious and consequential for well-being of people. Returning to Mackie, 
consider his opinion on importance of whether moral values are objective: 
“It clearly matters for general philosophy. […] [H]ow this issue is settled will 
affect the possibility of certain kinds of moral argument” (Mackie 1991, 25). 
Consider here the classical of whether and who can intervene in situations 
of human rights abuses. If moral relativism holds, it will be very difficult to 
defend intervention by appealing to cross-cultural values. 
 Alternatively, consider the case of McGrath, where deep moral disagree-
ments would lead us to abandon the notion that in morality some people’s 
opinion is above others’ in virtue of their expertise (McGrath 2008, cf. 105-
6). This is troubling, as such experts are whom we trust with mitigating 
societal polarization and what today is called “culture wars.” 
 In summary, I presented two arguments appealing to the existence of 
deep moral disagreement and showed why the validity of these arguments 
matter. Furthermore, in the process, I have been bringing attention to the 
fact that all given examples of deep moral disagreement are ahistorical: they 
are about moral principles or values (i), they are impossible to settle (ii), 
but none of them are instances of real life disputes (existence condition). 
This omission merits skepticism towards the validity of arguments appeal-
ing to deep moral disagreement. However, there is defense against this omis-
sion. Namely, the mere possibility of deep moral disagreement validates the 
conclusions drawn from it. I shall now turn to this defense. 

3. Deep moral disagreement as conceptual possibility 

 The obvious reaction to my claim is as follows. There is actually no need 
to empirically establish the existence of deep moral disagreement, as its 
mere conceptual possibility suffices for arguments appealing to it. This 
strategy is deployed, for example, by William Tolhurst (1987). Let me il-
lustrate his reasoning.  
 Tolhurst, in a way, combines Mackie and McGrath, as he argues for 
moral relativism not by denying the existence of objective values, but by 
arguing they are “epistemically inaccessible,” and holding them is thus 
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never justified (Tolhurst 1987, 611). He does so in a following manner. First, 
he poses two epistemic principles which state, in short, that people with 
equal or similar “epistemically relevant features” (i.e. epistemic peers) can-
not disagree about “justified objective proposition” (Tolhurst 1987, 611-12). 
 Next, he adds to a premise that there are situations in which epistemic 
peers disagree about justified objective propositions. In other words, 
Tolhurst assumes deep moral disagreements exist. This premise, however, 
is inconsistent with two stipulated epistemic principles – either the parties 
of deep moral disagreement are not epistemic peers, or objective proposition 
they disagree about is not justified. Tolhurst concludes with the former: “no 
objective moral beliefs are justified” (Tolhurst 1987, 613). Thus, under my 
terminology, what Tolhurst did was to assume or stipulate the existence 
condition. How does he justify this move?  
 On Tolhurst’s view, his “argument does not require any empirical prem-
ises concerning the nature and extent of actual [deep moral] disagreements, 
only the assumption that certain sort of moral disagreement is ubiquitously 
possible” (Tolhurst 1987, 610, emphasis mine). In other words, there is no 
need to give historical examples in his argument, because its strength lies 
only in it being “deductively valid” and as long as its premises are “plausi-
ble,” the validity is secured (Tolhurst 1987, 610).  
 Is, then, my requirement of historical examples of deep moral disagree-
ment in arguments appealing to it justified? If we can establish something 
is a conceptual possibility, the arguments we draw from it are, logically 
speaking, fine enough. After all, this is fairly common practice (not only) in 
philosophy.5 It thus seems that existence condition in historical examples is 
unnecessary, as its conceptual possibility does the job as well. The problem 
with this, however, is that conceptual possibility of existence condition is 
“framework-depended” and as such can be seriously challenged. Let me ex-
plain.  
 Say, just like Mackie, we want to give the best explanation of prevailing 
differences in people’s moral principles and values. We wish, to put it dif-
ferently, to explain why – contrary to the opinions of political philosophers 
                                                           
5  This practice is sometimes called “counterfactual reasoning” and it is for example 
very popular among so called compatibilist in free will debate. See Austin (1979) for 
a classical illustration. 



Does Deep Moral Disagreement Exist in Real Life? 267 

Organon F 30 (3) 2023: 255–277 

such as Francis Fukuyama (2006) – there is now seemingly less, not more, 
overlap in people’s views on what is morally right. Using a framework of 
relativism, our claim will be akin to that of Mackie’s or Tolhurst’s. It need 
not be, however. Imagine we are not, in fact, using a theoretical framework 
of relativism, but instead some other. Would then the lack of overlap in 
people’s views on morality be still best explained by them constituting deep 
moral disagreement? Let me draw on Derek Parfit (2011), perhaps the 
staunchest defender of moral realism, to answer that question. 
 Parfit disagrees (pun intended) with the notion that our inability to 
agree on moral matters is best explained by the fact that they are deep 
moral disagreements because of his view on the nature of moral claims. On 
Parfit’s account, moral claims, such as “It is permissible to have an abor-
tion” or “It is not right to eat meat,” are propositions not different from 
claims expressing physical laws, such as “The speed of sound is approx. 343 
m/s” or “Applied force being constant, the smaller the area, the bigger the 
pressure.” This means moral claims can be either true or false in virtue of 
facts independent on us (Parfit 2011, 391). Were that not so, the notion of 
being mistaken and, in turn, being able to improve morally, would be com-
pletely incoherent (Parfit 2011, 395). They are however not incoherent. Let 
me illustrate. 
 Say you think that abortion is never morally permissible because you 
believe that what results from the combination of sperm and egg holds the 
same status as a full-fledged person. Next, you encounter Judith Jarvis 
Thomson’s (1971) argument, according to which fetus being a person does 
not outweigh mother’s right to her body. Assume, moreover, you are per-
suaded by her argument. What happens next? You start to regard your 
prior belief regarding abortion to be mistaken, as now you believe that at 
least early-stage abortion is morally permissible. 
 Thus being “wrong” or “mistaken” is not only very important in our 
everyday moral lives, but it is also not incoherent. From this it follows, on 
Parfit’s view, that moral claims must be true or false propositions.  
 But if moral claims are propositions, then in moral disagreement there 
must always be someone who is mistaken: “When our value judgments ex-
press beliefs, which might be either true or false, we can claim that one of 
two conflicting [moral] judgments must be mistaken” (Parfit 2011, 391). 



268 Serhiy Kiš 

Organon F 30 (3) 2023: 255–277 

Recall the definition of disagreement above – one party believes p, the other 
~p. The question now is, what moral claims being propositions imply for 
the conceptual possibility of deep moral disagreement, or of (i) and (ii)? If 
a person for some reason mistakenly adheres to some moral principles or 
values, can conditions that we must disagree on morality (i) and there is 
nothing we can do about it (ii) still hold? Obviously, condition (i) is un-
touched by moral claims being propositions. But not so with (ii).  
 On Parfit’s account, an “asymmetry” between disagreeing parties is al-
ways possible to establish by referencing the reasons for why one of the 
disagreeing parties is more likely to have got it right. Or as he puts it:  

Since I believe that these other people are mistaken, there is 
one asymmetry between us. But I cannot rationally have 
much confidence in my beliefs unless there seems to be some 
other asymmetry, which would explain why it is these other 
people, and not me, who have made mistakes. There are often, 
I believe, such other asymmetries. My main example here will 
be the person from whom, in several disagreements, I have 
learned most. Williams was the most brilliant British moral 
philosopher whom I have known. If there were no other asym-
metries between us, I could not rationally believe that it was 
I, rather than Williams, who was more likely to be right. (Par-
fit 2011, 430) 

In conclusion, then, if one was to explain people’s inability to agree on many 
moral issues not with relativist background, but a realist one, one’s conclu-
sion would be completely different. Instead of invoking the notion of deep 
moral disagreement, which in realist terms is conceptual impossibility as 
(ii) can never hold, we would concede that there is not much agreement on 
many issues, but only because many people have faulty judgments. When 
asked, skeptically, what is our justification for saying that most people are 
wrong, we could cite the works of Jonathan Haidt (2013) or Eleanor-Gordon 
Smith (2019), who argue – convincingly, in my estimation – that it is not 
reasons and facts, but emotions what mainly affects people’s opinions on 
moral issues. In emotional affect, unsurprisingly, it is very difficult to not 
make a mistake in rational judgment. We could thus explain prevailing 
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moral disagreements without for a moment assuming deep moral disagree-
ment to be a conceptual possibility. 
 This is why I consider strategies akin to that of Tolhurst’s suspicious. 
To show his strategy is not controversial, he would first need to defeat 
Parfit’s account of the nature of moral claims (and accounts similar to it) 
and establish that deep moral disagreement is, in fact, conceptually possi-
ble. Until then, it is not safe to just assume (i), (ii) and existence condition 
hold together. In the final section, I wish to argue we need not only assume 
it, as historical examples of deep moral disagreements can be given in a 
form of “intractable conflicts.” 

4. Some intractable conflicts are historical examples  
of deep moral disagreements 

 Merriam-Webster defines (tractable) conflict, in a couple of ways: it is 
“competitive or opposing action of incompatibles; antagonistic state or ac-
tion (as of divergent ideas, interests, or persons); mental struggle resulting 
from incompatible or opposing needs, drives, wishes, or external or internal 
demands.” Lastly, to be in conflict could also simply mean “to fail to be in 
agreement or accord.”  
 One of the most authoritative sources on the subject is The Handbook 
of Conflict Resolution (Deutsch, Coleman, and Marcus 2006). On its outset 
we are given a vivid description of real life conflict between husband and 
wife:  

The destructiveness of their way of dealing with their conflicts 
was reflected in their tendency to escalate a dispute about 
almost any specific issue (e.g., a household chore, the child’s 
bedtime) into a power struggle in which each spouse felt that 
his or her self-esteem or core identity was at stake. The de-
structive process resulted in (as well as from) justified mutual 
suspicion; correctly perceived mutual hostility; a win-lose ori-
entation to their conflicts; a tendency to act so as to lead the 
other to respond in a way that would confirm one’s worst 
suspicion; inability to understand and empathize with the 
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other’s needs and vulnerabilities; and reluctance, based on 
stubborn pride, nursed grudges, and fear of humiliation, to 
initiate or respond to a positive, generous action so as to break 
out of the escalating vicious cycle in which they were trapped. 
(Deutsch, Coleman, and Marcus 2006, 1) 

Intractable conflicts are in many ways similar. Just like tractable conflicts, 
they are caused by “moral and identity differences, high-stakes resources, 
or struggles for power and self-determination.” Intractable conflicts, further, 
have also serious consequences for those involved, as they are “often costly 
in human and economic terms, and can become pervasive, affecting even 
mundane aspects of disputant’s lives.” But in terms of what differentiates 
intractable conflicts from tractable ones, it is resistance to resolution that 
is the most salient for intractable conflict (Coleman 2006, 534). The usual 
example of conflict that is intractable, is that of Israel and Palestine. I shall 
speak more of it in a moment. Let me first compare intractable conflict with 
deep moral disagreement.  
 To repeat, moral disagreement is defined by two conditions: (i) involved 
parties disagree about moral principles or values and (ii) there exists no 
further way of settling the disagreement between moral principles or values. 
Does this definition overlap with that of intractable conflict? 
 First thing to notice is that not all features of intractable conflict are 
present in deep moral disagreement. For example, a disagreement may not 
have “high-stakes,” and it may not include “struggles for power,” but it can 
still be deep. Recall Parfit’s reference to Bernard Williams. Importantly, 
however, the most salient feature of intractable conflict – resistance to res-
olution – is indeed present in deep moral disagreement in the form of (ii). 
Further, a conflict’s being about “moral and identity differences” is a fea-
ture of deep moral disagreement too, as seen in condition (i). Definitions of 
the two notions, then, do not overlap, instead one includes the whole of the 
other. Let me give more concrete illustration. 
 For about last 80 years, there has been a conflict between Jews and 
Arabs in the land of historic Palestine. The conflict is very complex and 
disputed issues at its core have been changing throughout its history. At 
the moment, what is essentially at issue the most, is a question about 
whether there should be an internationally recognized Palestinian state next 
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to the state of Israel (Chomsky 2016). Analyzing this conflict, Donald Ellis 
(2020) identifies five characteristics that make it immune to resolution: it 
is (1) existential, meaning it is not about mere material resources, but about 
morality, human needs, or identity; it involves (2) power difference; (3) 
outgroup-bias; (4) “extreme emotions”; and (5) incommensurate descrip-
tions of events or “narratives” (Ellis 2020, 184, for last characteristic see 
esp. 188-89). One way of understanding this list is to take it as a set of 
conditions for a type of intractable conflict to come about: if (1-5) hold, 
then conflict is irresolvable, and if it is irresolvable, it is intractable.  
 Notice that (1) can be easily substituted by (i) as both are essentially 
about morality. Further, if (i,2,3,4,5) hold, then there is nothing that can 
be done about this, or (ii). Therefore, if (i,2,3,4,5), then (ii). Deep moral 
disagreement is what partly constitutes the intractability of Israeli-Pales-
tinian conflict. But this relation of inclusion may not always hold, as seen 
in the next illustration.  
 In contrast to the Israeli-Palestinian intractable conflict, take recently 
published case study of effectiveness of third-party mediation in resolving 
intractable conflicts (Boss et al. 2018). Here, the issue at question was a 
workplace disagreement in a hospital between a physician Mary and a sur-
geon Don, the result of which was “difficult working environment” (Boss et 
al. 2018, 243). Not a word is said about moral values or principles. All the 
reasons for the conflict were only what we may call pragmatic: Don did not 
like how Mary handles things and he wanted her replaced. This is why 
authors of the study omit any mention of morality in their definition of 
intractable conflicts, which according to the them are “prolonged disputes 
between two or more parties, which are resistant to constructive resolution 
efforts, destructive, and long-lasting” (Boss et al. 2018, 235). In terms of (i) 
and (ii), the intractable conflict between Don and Mary had very little to 
do with (i), but it still met (ii). What this means is that not all intractable 
conflicts may involve moral disagreements.  
 We can thus see that deep moral disagreement is sometimes constitutive 
part of intractable conflict, but not always. Or put differently, all the fea-
tures of deep moral disagreement are found in some intractable conflicts. It 
follows from this that deep moral disagreements are part of what constitutes 
some intractable conflicts – Israeli-Palestinian conflict is but one example. 
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It is worth remarking that this conclusion is in line with conclusions by 
peace and conflict researchers (Mitchell 2014, chap. 11). In my view, it has 
been needlessly neglected by philosophical literature. 
 If I am right, then a new way of presenting historical examples of deep 
moral disagreements opens itself. To repeat, historical, in contrast to ahis-
torical examples of deep moral disagreements meet not only conditions (i) 
and (ii), but existence condition as well. That is, historical examples are 
not only cases of people being unable to resolve their disagreement on moral 
principles or values, but they are also actually existing cases. I believe many 
intractable conflicts to be these historical examples. There is a catch, how-
ever. 
 It is not like intractable conflicts are impossible to resolve, but rather 
that it is very difficult to do so. Thus, after 14 years of mediation and 
dialogue, Mary’s and Don’s disagreement mentioned above virtually disap-
peared (Boss et al. 2018). This was by no means an exception. There is 
other promising research showing successful attempts to mitigate intracta-
ble conflicts (Halperin and Pliskin 2015; Kapshuk and Shapira 2022).  
 What these studies imply, then, is the possibility, or hope, that (1-5) 
could be mitigated or eliminated. That is, after all, the main aim of conflict 
resolution strategies. However, does that in turn imply that the part of 
intractable conflict that is deep moral disagreement, i.e. (i,ii), disappears 
too? This, I believe, is not clear.  
 Surely a conflict can be resolved without people stopping deeply disa-
greeing on morality.6 This, for example, can be nicely seen in cases of com-
promise, another conflict resolution strategy. Compromise is “characterized 
by the fact that disagreeing parties hold on to their opposing views. […] In 
a compromise, disagreeing parties agree to partially concede their claims to 
the demands of the other party, but they do not agree with the other party’s 
demands”7  

                                                           
6  I wish to thank Kamila Pacovska for bringing this to my attention. 
7  Compare this to consensus: “Unlike compromise, consensus requires the parties 
to a disagreement to change their minds on the controversial issue. If a consensus is 
achieved, this means that the disagreeing parties consider the agreement to be better 
than (or at least as good as) their initial positions” (Spang 2023, 2). 
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 Take for instance South African conflict between white minority gov-
ernment, or National Party (NP), and African National Congress (ANC), 
which resulted in the end of apartheid in 1994. In early 90s, after many 
concessions by both sides, many of the conflict’s features, such as power 
imbalances, out-group bias or extreme emotions, were mitigated or disap-
peared completely (Jolobe 2019). This cannot be said of deep moral disa-
greements between NP and ANC, however. As Zwelethu Jolobe puts it 
metaphorically in his recent book on the role of international mediation in 
ending the conflict: “there was no love lost between the [white minority] 
government and ANC” (Jolobe 2019, 1).  
 In what way, if any, did NP’s and ANC’s deep moral disagreement dis-
appear? A proper examination of this question is beyond the scope of the 
present paper, I shall therefore give only a sketch of an answer I take to be 
probable.  
 When deep moral disagreement disappears, it can very well become what 
we might call latent. By being latent, the disagreement is not manifested, 
but it is disposed to be so. That is, we may not know the disagreement 
exist, until we bring up the controversial topic. Until we actually ask people 
what they think. Imagine here all the manifested disagreements when people 
from the whole of political spectrum get together for, say, Thanksgiving. In 
light of this, we must reconsider our understanding of (ii), or the fact that 
people can sometimes do nothing about their moral differences.  
 At the end of the day, when conflicts are ended, hands shaken and res-
olutions signed, it is very well possible for deep moral disagreement to not 
disappear entirely, but instead to take on a new form by becoming latent 
and moving to the background of everyday life. But surely if people ignore 
their differences, or “live and let live” so to say, then they do, in fact, change 
something about their disagreement. If this is the case, then the condition 
that people can do nothing about the disagreement they find themselves in, 
or (ii), must be interpreted in a different, weaker way. Here is one sugges-
tion: there is nothing people can do about their moral disagreement, but 
that might one day change. I suspect that by seeing some intractable con-
flicts as instances of deep moral disagreements, we commit ourselves to this 
weaker interpretation of (ii). But be that as it may, these considerations in 
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no way affect the fact that we are now able to illustrate actually existing 
moral disagreements that are impossible to resolve. 

5. Conclusion 

 In this article, I have argued that usually given examples of deep moral 
disagreements are never of actual events that happened and that this can, 
and should, be remedied by use of intractable conflicts. Deep moral disa-
greements are situations in which parties disagree on moral values or prin-
ciples without having a way to settle the disagreement. On the other hand, 
intractable conflicts are situations of pervasive disagreements on existential 
matters that negatively affect involved parties on both emotional and phys-
ical level. Most importantly, intractable conflicts are notoriously difficult to 
resolve.   
 Deep moral disagreements are appealed to in different kinds of argu-
ments. I mentioned two. The first was meta-ethical. It claimed that prevail-
ing disagreements are best explained by denying the objectivity of moral 
values. The second illustration came from moral epistemology. It explored 
the thesis that the existence of deep moral disagreement undermines the 
possibility of “moral expertise.” Both of these arguments draw their 
strength partly on the fact that deep moral disagreements actually exist. I 
have been repeatingly showing that evidence, if we may take it as such, 
given in support of the existence of deep moral disagreement is weak, if not 
entirely lacking. This evidence takes the form of examples of generalized 
disagreements, such as debate on permissibility of abortion or morality of 
meat eating. These moral disagreements do, undoubtedly, occur – but it is 
not clear why we should, without further analysis of their particular in-
stances, believe they are also deep. 
 It is sometimes argued that deep moral disagreement need not actually 
exist, because their conceptual possibility does the job just as well. This line 
of answer, however, presupposes that moral realism does not hold. That is, 
that moral claims are not propositions that one gets either right, or wrong. 
Without further argument against moral realism, then, this line of answer 
is not satisfactory. Therefore, there is still a good reason to try and find 
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actually existing deep moral disagreements. I suggested this can be done by 
looking at what peace and conflict studies call “intractable conflicts.”  
 Some of the features of intractable conflicts – namely them being about 
morality and difficult to resolve – are also features of deep moral disagree-
ments. This means that when the former occurs, the latter also occurs. If I 
am right, some intractable conflicts are partly constituted by the fact that 
people disagree deeply on morality in them. I also mentioned that among 
social psychologists, this claim is uncontroversial.  
 Finally, my claim comes with theoretical baggage. If we grant that deep 
moral disagreements are constitutive part of some intractable conflicts, then 
we must amend our understanding of deep moral disagreement’s impossi-
bility of resolution. This is so, because throughout history many intractable 
conflicts were resolved, if difficulty. I suggested one interpretation, accord-
ing to which deep moral disagreements can become hidden, or latent. This 
most often happens in cases of compromise. Here, it is obviously not the 
case that people can do nothing about their disagreement. I therefore sug-
gested a weaker interpretation of this condition, according to which there 
is a possibility that one day, people might be able to do something about 
their deep moral differences – ignore them, for example. 
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If we grant the equivalence  

(1)  p ≡ [a = (℩x)(x = a&p)], 

that every sentence is equivalent to an identity sentence1, and grant that (2) 
if a sentence is (necessarily) true then what it says is (necessarily) the case; 
then unless fatalism is true (3) the thesis of the necessity of identity,2 is false, 
and thus so is the thesis that (4) everything is necessarily what it is3. 

                                                           
1  Commonly assumed in one form or another by Church, Davidson, Gödel and 
Quine. See Yaroslav Shranko and Heinrich Wansing (2020).  See Neale (2001: esp. 
170-171). 
2  See, Kripke (1971,136).  
3  The argument for the thesis of the necessity of identity rests on the formula ‘(x) 
(� x=x)’. See Wiggins (1965:41) and Kripke (1971, 136). And is in fact equivalent 
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 Suppose 

(1)  p ≡ [a = (℩x)(x=a&p)] 

is logically true, then given (2), so is, 

(2’)  p is the case if and only a = (℩x)(x = a&p) 

Hence given the necessity of identity, it follows that 

(5)  p is the case if and only if necessarily [a = (℩x)(x = a&p)]4.  

And thus,  

(6)  if p is the case, then necessarily [a = (℩x)(x = a&p)]. 

But if 

(7)  necessarily [a = (℩x)(x = a&p)] then, 

(8)  necessarily p. 

And thus, 

(9)  If p then necessarily p.   

Hence, given that (1) is a logical truth and (2) is analytic, the thesis of the necessity 
of identity or the thesis that everything is necessarily what it is, implies fatalism.5 

                                                           
to it (Blum:x). We rendition the reflexivity of identity as ‘everything is what it is’. 
See Leibniz (1996, 362). 
4  The argument for the necessity of identity is immune to whether the terms in 
an identity are expressed as ‘a’ or as ‘(℩x)(x=a&p)’. Thus the argument will go 
through for: 

a=(℩x)(x=a&p) ⊃ [Fa⊃ F(℩x)(x=a&p)]. Let ‘F’= ‘�a=’.  

We then have:  

a=(℩x)(x=a&p) ⊃ [�a = a⊃�a= (℩x)(x = a&p)].  

And thus:  

a = (℩x)(x = a&p) ⊃ �a = (℩x)(x = a&p). 
5  I am deeply grateful to Yehuda Gellman and to the reviewer for their comments. 



280 Alex Blum 

Organon F 30 (3) 2023: 278–280 

References 

Blum, Alex (2023). “On the Argument for the Necessity of Identity”. Symposion.  
Vol 10 Number 3 (forthcoming). 

Kripke, Saul (1971). “Identity and Necessity.” In Identity and Individuation, edited 
by Milton K. Munitz, pp.161–91. New York: New York University Press. 

Leibniz, Gottfried Wilhelm (1996). New Essays on Human Understanding: Second 
Edition. Translated and Edited by Peter Remnant and Jonathan Bennett. 
Cambridge: Cambridge University Press. 

Neale, Stephen (2001). Facing Facts.  Oxford: Oxford University Press.   
Shramko, Yaroslav and Heinrich Wansing, The Slingshot Argument in "Truth Val-

ues", The Stanford Encyclopedia of Philosophy (Winter 2021 Edition), Edward 
N. Zalta (ed.), URL = https://plato.stanford.edu/archives/win2021/en-
tries/truth-values/  

 Wiggins, David (1965) “Identity-Statements” in Analytical Philosophy (Second Se-
ries) edited by R. J. Butler. Basil Blackwell and Mott, Oxford UK, pp. 40–71. 

https://plato.stanford.edu/archives/win2021/entries/truth-values/
https://plato.stanford.edu/archives/win2021/entries/truth-values/


Organon F 30 (3) 2023: 281–309 ISSN 2585-7150 (online) 
https://doi.org/10.31577/orgf.2023.30304 ISSN 1335-0668 (print) 

* Sofia University   
 https://orcid.org/ 0000-0002-5961-0327 

  Department of Philosophy, Sofia University, 115 Tsar Osvoboditel Blvd, Sofia, 
Bulgaria 

  m.angelova-elchinova@phls.uni-sofia.bg 

© The Author. Journal compilation © The Editorial Board, Organon F. 

This article is distributed under the terms of the Creative Commons Attri-
bution-NonCommercial 4.0 International Public License (CC BY-NC 4.0). 

RESEARCH ARTICLE 

Perfect Thinkers, Perfect Speakers and Internalism 
about Thought Content 

Madelaine Angelova-Elchinova* 

Received: 12 December 2022 / Revised: 15 August 2023 / Accepted: 12 September 2023 

Abstract: In the following paper I propose an argument against inter-
nalism about thought content. After a brief preview of the recent 
debate between Sarah Sawyer and Åsa Wikforss, the paper outlines 
the central issue in their discussion. I show that, even if Wikforss’ 
objections against Sawyer are granted, externalism about thought 
content can still prevail. For my argument, I use Wikforss` own ob-
jection against externalism and show how, if accepted, it binds one 
to the mythical figure of the perfect speaker – an infallible creature 
that possesses complete understanding of all of her concepts. 
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1. Introduction 

 Internalism about thought content (ITC) is the claim that the con-
tents of our thought are internally individuated and not constituted by 
external factors. In this paper, I examine the debate between Sarah 
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Sawyer and Åsa Wikforss, aiming to show that even if all the arguments 
of an internalist like Wikforss are accepted and all her points made 
against Sara Sawyer are indeed granted, ITC is still a flawed thesis. 
Thus, my argument also presents an indirect defence of Externalism 
about Thought Content (ETC). However, instead of defending social 
externalism like the one championed by Tyler Burge (at least in his 
early works, for example Burge (1979)), I am taking a different approach 
by pronouncing myself in favour of Sarah Sawyer`s (2003, 2021) broad 
physical externalism. I am going to take the easy way by raising a rather 
modest, negative claim instead of a positive, more radical one – rather 
than arguing that ETC provides the only good explanation of concept 
possession or present arguments establishing ETC as the correct ap-
proach, I only demonstrate why internalism is unacceptable. The prob-
lem with ITC, as per my reconstruction of Wikforss` position, is that it 
begets the mythical figure of the perfect thinker (corresponding to a 
perfect speaker) - a creature that possesses infallible knowledge about 
how to employ the concepts it operates with1. I hope to show that even 
if Wikforss` argument against Sawyer stands and externalism suggests 
that we possess incomplete understanding about our thoughts, that 
should not be a problem, because (usually) we have nothing in common 
with such creatures like the perfect speaker. 
 Section 1 serves as a preliminary section where I provide a reconstruc-
tion of Burge`s initial externalist claims and outline a clear-cut distinction 
between social externalism and broad physical externalism. I will start by 
making some introductory remarks about thought content and concept pos-
session in general and then move to Burge`s Arthritis scenario.  
 In Section 2, I am going to provide an overview of the debate between 
Wikforss and Sawyer. I will be more concerned with granting Wikforss’ 
arguments than with reviewing Sawyer`s replies as, while I am clearly an 
open sympathizer of Sawyer`s position, I still want to present the most 

                                                           
1  If one is not too fond of the usage of the term ‘knowledge how’ here, it can be 
replaced by ‘some cognitive ability’ – that will not influence the central argument in 
any way. 
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charitable interpretation of the internalist`s charges against broad physical 
externalism.  
 In Section 3, I will even grant that the main accusation made by Wik-
forss in regards to ETC is completely on-point - hidden in the articulation 
of ETC, there is indeed a tacit requirement to endorse the possibility of 
incomplete understanding of our own thoughts. Further, I show that the 
internalist alternative presumes that we adopt a Concept Mastery condition 
(CM) for concept possession. I examine different possible interpretations of 
CM and discuss possible ways to detect conceptual errors. 
 Finally, in Section 4 I build my argument by showing why it should be 
acceptable that one does not possess complete understanding of her own 
thoughts. The ITC alternative seems much more unpalatable, because by 
introducing CM, it also presupposes that we are perfect thinkers (corre-
sponding to perfect speakers). I conclude by analysing the unreasonable 
implications of CM. I compare them to the implications of granting that 
partial understanding may be sufficient for attributions of concept-posses-
sion. 

2. The content of a thought and the possession  
of a concept 

 It is unclear enough what our thoughts are supposed to be, but when it 
comes to their contents, things really start to look ambiguous. Tyler Burge 
makes some key points about the semantical foundations of the ITC vs ETC 
debate. The expression “thought content” can be regarded (non-strictly 
speaking) as synonymous to “mental content” or even to “conceptual con-
tent”. 
 Before I introduce the basic definitions in the debate between holders of 
ITC and supporters of ETC, I would like to adopt two premises. First, I 
shall consider that thoughts have (at least some) sentential expression2. It 

                                                           
2  A legitimate worry about my presumption can be that it presupposes externalism 
from the start. One can argue, that if thoughts can (always) receive sentential ex-
pression it looks like they always conform to some social meaning. Davidson raises 
a similar objection against Burge, insisting that what we mean and think is not 
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would be hard to imagine that thoughts can be examined “on their own”, 
that is – without referring to any linguistic equivalents. For example, when 
dealing with the problem of conceptual truths, Williamson makes the fol-
lowing assumptions: a) concepts are the constitutive elements of thoughts, 
b) “to grasp a thought is to entertain it” (Williamson 2006, 2) and c) 
thoughts are expressed via sentences (ibid, 9: footnote 9). Thus, in William-
son`s case, the analysis of conceptual truths is done as an analysis of their 
sentential expressions as public linguistic elements. Following a similar ap-
proach, the second premise that I adopt can be formulated as follows: Public 
access to the content of a thought is provided (in principle) by its sentential 
expression3. I suppose that both premises are pretty straightforward and 
their admittance should not present a problem4. 
 A short reconstruction of Burge`s key points made in relation to the 
nature of thought content is also in order, as the definitions provided by 
him can be regarded as widely accepted and, more importantly for the pur-
pose of this paper, they are the same definitions as the ones used by Wik-
forss and Sawyer. 
 Thought contents can be characterised as obliquely occurrent expres-
sions in sentential that clauses (or content clauses) (Burge 1979, 76), e.g. 
Maddy believes that Earth is round. As Burge himself points out, the 

                                                           
necessarily determined by the linguistic habits of those around us (1987, 448). Thus, 
thoughts can still have “narrow contents”, which are internally individuated.  I 
would like to thank Johan Heemskerk for pointing this out to me. The problem is 
that such internalism will face namely the dilemma Wikforss wants to avoid: giving 
up on reference or rejecting the communitarian conclusions, thus accepting concep-
tual and referential fragmentation (for Wikforss` own worries about the internalist 
dilemma see 2001, 217-218; for her worries about Davidson`s answer to Burge see 
2001, 227). 
3  The first premise can be regarded as more general because it suggests which 
background theory of thinking I am adopting. Whilst the second premise is implied 
by the first, I still consider it different as it informs the reader about the particular 
way in which I am employing the expression “thought content”. 
4  The adoption of such premises can seem to imply that conceptual mastery is 
related to linguistic mastery. Unlike the premises themselves, this conclusion may 
give rise to a very strong objection. In Section 4, I address some worries that may 
spur from the relation between concept possession and linguistic expression. 
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terminology employed by him is one that he borrows from “the mentalistic 
discourse” ("the intentional discourse”). Thus, thought contents are presup-
posed to possess representational (intentional) character and to reflect 
one`s epistemic perspective5 (Ibid.). More importantly, it is presumed that 
in cases where extensional differences between two obliquely occurring coun-
terpart expressions in that clauses are presented, we can examine them as 
describing two different mental states or events (Burge 1979, 77). The tacit 
presumption (as it will become clear from the Sawyer/ Wikforss debate) is 
that the difference between two mental states originates from a difference 
in their reference. Finally, as it is broadly accepted that the content of a 
thought can be regarded as constituted by concepts6, the remaining pages 
are going to deal directly with concept possession and conceptual content.  
 Now, moving to the ITC vs ETC debate, a well-articulated general sug-
gestion on how to distinguish internalists from externalists with regards to 
a property K, is laid out by Mark Rowlands, Joe Lau and Max Deutsch: 

In its most general formulation, externalism with regard to a 
property K is a thesis about how K is individuated. It says that 
whether a creature has K or not depends in part on facts about 
how the creature is related to its external environment. (…) 

Individualism or internalism with respect to a property K says 
that whether a creature has K or not supervenes on its intrin-
sic properties only. It follows that facts about the environment 
play no role in determining whether or not the creature has 
property K. (Rowlands, Lau and Deutsch 2020). 

In his Arthritis case, Burge uses the same criterion to show that thought 
content is not completely determined by one`s intrinsic properties. He 

                                                           
5  The presumption that there is an intimate relation between thought contents 
and epistemic perspective provides yet another reason why we must take heed of the 
problems surrounding individualism as they have important implications for general 
debates in epistemology (e.g. issues about the nature and possibility of a priori 
knowledge). 
6  Burge prefers to talk about “notions”, because this term is more isolated from 
theoretical commitments. In my paper, I go with the more traditional one - “con-
cepts”. 
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invites us to imagine a scenario with two individuals – let`s call them Bert 
and his Counterpart - that are identical in every important aspect which 
concerns their ‘inner life’ (viz. mental states, desires, propositional atti-
tudes) as well as their hard-wired neurological setting and all of their neural 
processes (Burge 1979, 77-78). Burge also makes the important clarification 
that both Bert`s and Counterpart`s disposition to assent to the proposition 
p = I have arthritis in the thigh is caused by the same processes and can be 
traced to the same factors (ibid, 78). By introducing a difference in their 
external, social environment, Burge suggests that even if they are intrinsi-
cally indistinguishable, they possess different thought content. While Bert`s 
proposition p is false, his identical counterpart`s proposition p is, neverthe-
less, true7. The only difference between Bert and Couterpart lies in their 
social environment. Bert shares our social environment where ‘arthritis’ 
does not apply to ailments outside the joints. As a result, his belief that p 
is false. In Counterpart`s environment, “physicians, lexicographers, and in-
formed laymen apply ‘arthritis’ not only to arthritis but to various other 
rheumatoid ailments” (Burge 1979, 78). As a result, Counterpart`s belief 
that p is true. 
 The view defended by Burge in “Individualism and the mental” (1979) is 
usually called ‘social externalism’ and it can be considered pivotal for ETC 
theories. However, a more recent defence of ETC, which is properly con-
structed as ‘broad physical externalism’ is presented by Sarah Sawyer. The 
difference between these two variations of ETC can be summarized as follows: 

Social Externalism (SE) [Burge in IM (1979)]: The individuation of 
mental states or events and the forming of corresponding propositional 
attitudes is dependent on one`s social environment (Burge 1979, 84-85; 
Sawyer 1993, 265; Wikforss 2001, 217). 

Broad Physical Externalism (BPE)8 [Burge in his later works and 
Sawyer]: Two individuals A and B can be physically identical while hav-
ing different mental states and this difference is not instantiated by 

                                                           
7  Propositions expressing thought content always possess fixed truth values, e.g. 
two identical propositions with different truth values also express different thought 
contents. 
8  Sawyer also refers to this position as “natural kind externalism” (Sawyer 2015). 
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anything in their ‘mental’ life but is dependent on their environment, 
which is broadly construed as a physical environment (Burge 1986, 708; 
Sawyer 2003, 272). 

There can be important differences with regards to the possible implications 
of SE and BPE, which I will not present in detail here. As far as the argu-
ment that I propose is one favouring Sawyer`s claims in the debate against 
Wikforss, maybe it is more precise to say that it is an argument that favours 
BPE. However, I do not see any obvious reason why the argument presented 
in Section 3 should not be applicable to versions of SE. 
 What further divides ETC from ITC9 are views about what constitutes 
concept possession. All participants in the debate seem to agree that in 
order for S to entertain a thought T, S has to possess understanding of the 
constituting (in regards to T) concept C. What they do not agree upon is 
whether such understanding should be immaculate. I am going to use a 
distinction between degrees of understanding introduced by Gabriel Rabin 
(2020) to illustrate the disagreement between ITC and ETC supporters. 
According to Rabin, concept possession is what allows an individual to en-
tertain a particular thought containing this concept (Rabin 2020, 627). For 
example, to be able to think that one has hands, S has to possess the concept 
C = HANDS. However, if S grasps and applies C correctly on any occasion, 
then we can say that S possesses full understanding of C. In such cases we 
can ascribe concept mastery of C to S (ibid, 627-628). Going further, con-
cept possession can either coincide with concept mastery or it can allow for 
partial or incomplete understanding.  
 The question whether concept mastery is necessary for concept posses-
sion has become an apple of discord between holders of ITC and ETC. 
While externalists insist that a subject S`s partial understanding (incom-
plete mastery) of a concept C can and, on many occasions, does present a 
sufficient condition to ascribe concept possession of C to S (Burge 1979: 83-
84), internalists contend that only concept mastery will suffice10. One way 

                                                           
9  The disagreement in question would be especially applicable to the debate be-
tween Wikforss and Sawyer. 
10  Sarah Sawyer (2003) actually argues that SE does not need to rest on incomplete 
understanding or the possibility of a conceptual error. To strengthen the position of 
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to go about settling issues regarding the nature of thought-content is to 
focus on our ability to apply and grasp concepts. Thus, the cornerstone of 
my argument will be a) to examine what exactly is required for concept 
possession and b) to settle on the most viable interpretation of the concept 
mastery condition and show its implausibility.  

3. Incomplete understanding 

 In the previous section, I argued that in order to pick a side in the 
debate between ITC and ETC one should gain awareness of rival interpre-
tations of the requirement for concept possession. In this section, I provide 
an overview of the debate between Åsa Wikforss and Sarah Sawyer. As I 
read it, the bedrock of their discussion is exactly their disagreement about 
what constitutes concept possession. A careful look into Wikforss’ objec-
tions against ETC allows one to infer the following central accusation: The 
defence of SE (and BPE by extension) depends on i) the condition that in 
Burge`s example, Bert/Counterpart makes a conceptual error and ii) on 
the acceptance of the notion of incomplete understanding (Wikforss 2001, 
2004). Wikforss insinuates that it is strange to suppose that we do not 
understand our own thoughts. Partial understanding looks like a necessary 
presupposition in regards to ETC (Wikforss 2004, 287). In Burge`s wider 
(i.e. broad physical) externalism, the “incompleteness” becomes even more 
“radical and pervasive”11 (Wikforss 2004, 294). 

                                                           
the internalist, I will presume that her argument fails and that externalism does 
require cases of partial understanding to count as cases of concept possession.  
11  The idea that full understanding of our thoughts seems natural and intuitive 
spurs from the same assumption that Williamson discusses in “Cognitive homeless-
ness” – namely, that nothing in our mind nor in “the realm of philosophy” remains 
hidden from us (Williamson 1996, 554). It is quite natural that ITC supporters are 
also inclined towards accepting Descartes`s presumptions about our “cognitive mo-
bile homes” without hesitation. However, the readily adopted claim that all of us 
have such cognitive structures which remain open to us at all times turns out to be 
quite problematic (ibid) (for a rebuttal of Williamson`s anti-luminosity see Berker 
2008). 
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 Wikforss does not give any particular reason in support of her claim 
that the notion of incomplete understanding is unfeasible, nor does she pro-
vide any justification to support the idea that concept mastery is required 
for conceptual understanding. It is left to the reader to reach to the same 
conclusions by relying on her intuition or common sense. And while it may 
be true that on account of our prima facie intuitions incomplete under-
standing of our own thoughts sounds unreasonable, I am going to show that 
the alternative is far more unsatisfactory. One more thing that is somehow 
left to the reader is how to interpret the concept mastery (full understand-
ing) condition. While all parties in the debate provide some insight into 
what is involved in partial/incomplete understanding and why it 
should/should not be regarded as sufficient for concept possession, nothing 
much is said regarding the more rigid requirement. That is why a careful 
examination of possible interpretations of the concept mastery condition 
will follow in Section 3. 
 Before engaging in clarification of the notion of concept mastery, let`s 
first examine some of the key points in the debate made by Wikforss and 
Sawyer. In regards to Wikforss` objection that ETC invokes the concept of 
incomplete understanding, the answer provided by Sawyer which looks most 
promising is that “the unifying principle of externalism” does not require 
that a subject S would still be able to grasp a concept C in cases where S 
has only incomplete understanding about C. A characteristic of all versions 
of ETC is rather the acceptance of the claim that concepts are not only 
individuated by a subject`s psychological states, e.g. by what the subject 
thinks is true of a given referent, but, also, by the referent itself12 (Sawyer 
2003: 272). Such principle can be regarded as “a unifying principle of refer-
ence” (UPR) and reformulated as follows: “a difference in reference (exten-
sion) implies a difference in concepts” (Wikforss 2004: 290). 
 Turning to Sawyer`s appeal to the unifying principle of reference, Wik-
forss raises the objection that depending on how we construe UPR, it is 
either false or begging the central question (Ibid. 291). She goes on to show, 

                                                           
12  Sawyer`s answer provides a straightforward explanation of why such theories 
are ‘externalist’. Referents are understood not as determined by one`s individual 
psychological processes but as elements of some independent reality. 
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using Burge`s Sofa case13, that on the first interpretation of UPR a term 
can have different extension without that implying a difference in concepts. 
For example, on this interpretation the extension of ‘sofa’ can be different 
(we can imagine a possible world where all sofas are made of leather) while 
the meaning of ‘sofa’ remains exactly the same. 
 On the other hand, on the second interpretation of UPR, our term ‘sofa’ 
would not apply to objects in the counterfactual situation, because they will 
not fall into the extension of ‘sofa’ in our world (i.e. they will not be sofas). 
Interpreted like that, UPR is true but it commits one to a type of externalism 
presupposing that incomplete understanding is sufficient for concept posses-
sion, namely – reference externalism. It is crucial to see precisely how Wik-
forss` objection is spelled out, as it will prove central for my own argument: 

“Construed in the first way, the principle [M.A. UPR] is false, 
since there are many possible worlds in which our term ‘sofa’ 
has a different extension without thereby expressing a differ-
ent concept. Construed in the second way, the principle is 
true, and can be used to defend the move from reference ex-
ternalism to content externalism, but not to support reference 
externalism in the first place. To make a case for the claim 
that our term ‘sofa’ does not apply to the objects in B’s world, 
considerations of a quite different kind are required. The ques-
tion, then, is whether these considerations will commit 
the externalist to the assumption of incomplete un-
derstanding14.” (Wikforss 2004, 292) 

The point made by Wikforss is that even if UPR can indeed justify the 
move from reference to content externalism (i.e. to ETC), the grounding of 

                                                           
13  The Sofa case aims again to establish that thought contents cannot be individu-
ated simply qua psychological (internal) processes by arguing that two physically 
indistinguishable subjects – A and B - can have different mental contents and that 
therefore mental content is externally individuated (for an excellent reconstruction 
of the Sofa case see Sawyer 2003: 267-268). 
14  I have intentionally put the last part of the objection in bolded text and I would 
urge the reader to keep in mind that Wikforss considers incomplete understanding 
as the sole failure of ETC.  
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ETC on reference externalism is exactly what requires the defender of ETC 
to accept the assumption of incomplete understanding15. For the sake of 
simplicity, let`s call this argument The Argument from Incomplete Under-
standing (AIU). There is a way to rephrase AIU to make its elements 
clearer: 

AIU 

P1:  The unifying principle of reference can be used to justify the tran-
sition from externalism in regards of reference to ETC. 

P2:  Arguments in favour of externalism in regards of reference often 
rely on cases where a subject S possesses only incomplete under-
standing about a concept C. 

C1: ETC would also require that we allow for concept possession in 
cases of incomplete understanding. 

P3:  It is unacceptable (or a demonstration of “radical and pervasive” 
incompleteness16) to suggest that we do not understand our own 
thoughts. 

C2: The main claim of ETC is false. 

The approach preferred by Sawyer (2018) is seemingly to reject C1 by show-
ing that it fails to account for the fact that there are nonrepresentational 
relations among the content of S`s thoughts and some objective properties 
in her wider physical reality17 (Sawyer 2018, 5). I, on the other hand would 
like to propose a different line of defence for ETC. I intend to show that 
even if premises P1 and P2 are to be accepted and even if the conclusion 

                                                           
15  When Sawyer argues that the unifying principle of externalism is the principle 
of reference, she somehow tries to detach her views from those explicitly expressed 
by Burge, who insists that we can ascribe to S a possession of a concept C even in 
cases where S has only partial or incomplete understanding about C (Burge 1979, 
79). 
16  I appeal again to the exact wording which is used by Wikforss (2004, 294). 
17  Another example that suggests Sawyer`s withdrawal from C1 can be found in 
her introductory paper on “Internalism and Externalism in Mind”. There, she draws 
an explicit distinction between Burge`s early SE and the one endorsed by her during 
the debate with Wikforss (BPE) based on the fact that only SE obliges one to accept 
incomplete understanding as plausible (Sawyer 2015, 135-137). 
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C1 in AIU is indeed true, the conclusion C2 would still be false. I consider 
P3 to be the weak link in AIU. It turns out that even if we imagine that 
Wikforss is right about almost everything and Sawyer is wrong18, even if 
externalism does depend on the concept of incomplete understanding, one 
can simply argue that this is not a problem.  
 Before arguing in favour of the possibility of incomplete understanding, 
it is crucial to set the stakes more clearly by examining how the notions of 
concept mastery and complete understanding can and should be inter-
preted. 

4. Concept mastery 

 I have argued so far that in order to decide if ITC or ETC fares better 
in providing an explanation of content-individuation, we should determine 
what is required for concept possession. I submit that a rejoinder to Wik-
forss` main challenge to ETC can use her own argument against her by 
showing that incomplete understanding of our own thoughts and conceptual 
error are indeed possible. By accepting C1 of Wikforss` argument, the only 
thing that one has to do in order to salvage externalism is to show that P3 
is false.  
 A careful look into Wikforss’ argument allows one to see that if the 
claim expressed by P3 turns out to be false, then the first portion of AIU 
can serve a reverse purpose as an argument in favour of ETC. Let me ex-
plain what I mean by that. If it turns out that there is not a general problem 
with the ascription of concept possession to individuals who do not com-
pletely understand a concept, then (by Wikforss’ own admission) incom-
plete understanding can be used to “support reference externalism in the 
first place” (Wikforss 2004, 292). However, as Wikforss admits, if reference 
externalism is supported by something different than the unifying principle, 
then the principle can be true (as insinuated by P1), and can “be used to 
defend the move from reference externalism to content externalism” (ibid). 

                                                           
18  I do not consider Sawyer`s claims misguided, on the contrary – I am a great 
sympathizer of her ideas. However, I think that there is a better approach to Wik-
forss` challenge. 
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Therefore, a reasonable rejection of P3 would not only undermine individ-
ualism but, also, it will turn AIU into a strong defence of ETC. 
 In her effort to show that incomplete understanding is not enough for 
concept possession (which is at the heart of P3), Wikforss implicitly adopts 
the opposite premise which will be designated as ‘The Concept Mastery’ 
(CM) condition: 

CM: We can ascribe a possession of a concept C to S if and only if S 
has full understanding about C (i.e. only in cases where concept mastery 
is presented). 

Apart from appealing to a strong intuition, P3 does little work in providing 
a legitimate worry against ETC. However, when it comes to a philosophical 
dilemma, a strong intuition cannot just be ignored. Therefore, in the re-
maining pages of this paper I will try to show why P3 may seem intuitive, 
but also why it is wrong. To do that, first I have to find the most viable 
interpretation of the CM that gives the best possible chances for Wikforss` 
argument to stand. 
 A difficulty for interpreting concept mastery is that while Burge, Wik-
forss and Sawyer do provide useful insight into what they mean by ‘partial’ 
or ‘incomplete’ understanding, very few remarks have been made when it 
comes to full understanding or concept mastery. Therefore, the construal of 
a good interpretation of CM will have to make use of the notion of incom-
plete understanding in order to infer what full understanding stands for.  
 A second difficulty arises in regards to how to detect concept mastery 
or concept possession or, in other words, which linguistic expressions of 
content-states signal appropriate concept possession19. On numerous occa-
sions, Burge suggests that subjects in the Arthritis case and the Sofa case 
have “incomplete linguistic understanding” or “incomplete mastery of 
terms” but nonetheless can be regarded as possessing the relevant concepts 
(e.g. Burge 1979, 80; 1986, 708). He even suggests that a good portion of 
our beliefs (e.g. beliefs about what beef brisket is) are “infected by 

                                                           
19  As it will transpire in Section 4, another important question will be which lin-
guistic expressions indicate conceptual error and which correspond merely to a lin-
guistic error. 
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incomplete understanding”, but that does not necessarily imply that we 
lack conceptual competence (Burge 1979, 79-80). 
 The parallels between incomplete linguistic understanding and lack of 
concept mastery suggest one possible way to interpret the notion of concept 
mastery: 

Accepted Usage construal (CM): S possesses a concept C if and only if 
S uses the linguistic expression L corresponding to C correctly or in 
accordance with the conventional meaning of L on any occasion20. 

Unfortunately, the Accepted Usage construal of CM is extremely implausi-
ble, not only because a) it gives rise to a Strawman argument against ITC 
by representing individualism as a very easy target, but also b) because of 
a discrepancy with some of Burge`s central claims. In the same paper where 
Burge seems to encourage such a construal (see Burge 1986), he also draws 
an important distinction between cognitive value (potential information 
units) and conventional meaning corresponding to “the gap between ac-
cepted usage and belief” (Ibid, 214). Thus, subjects satisfying the CM con-
dition cannot just be regarded as impeccable players in a language game21.   
 Another way to interpret concept mastery is suggested by Burge`s crit-
icism of the Cartesian interpretation of privileged access in “Individualism 
and the mental”. When arguing that authority of one`s reports about their 
thought contents applies to cases of incomplete understanding, he suggests 
that ITC presupposes some “special intellectual vision of the contents of 
(…) thoughts and beliefs” (1979, 116). Such an interpretation is further sup-
ported by Wikforss` reading of conceptual error as a failure of the individual 
to grasp conceptual connections (2004, 294). CM forbids conceptual errors 
which allows us to conjecture that not only conceptual contents, but also 
conceptual connections should be transparent.  

                                                           
20  Some passages in Burge`s work seem to suggest a similar construal (see Wikforss 
2001, 224). On one of the very few occasions where he examines concept mastery 
(that is "full understanding of cognitive value” on his terminology), he describes it 
as “normally not distinct from ideal understanding of ordinary usage and meaning” 
(Burge 1986, 718). 
21  Wikforss`s examination of Burge`s Sofa case provides a detailed argument pro-
hibiting the Accepted Usage construal (Wikforss 2004: 293-294) 
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   On this interpretation, CM presents a very rigid restriction – full under-
standing of the conceptual contents constituting a thought T is a precondi-
tion for thinking and rationality22: 

Strong (Positive) Interpretation (CM) – S possesses a concept C 
if and only if the content of C and all conceptual relations in which C is 
a relatum/relata are luminous for S23. 

But would the internalist, particularly Wikforss, accept such a strong con-
strual? It is immediately evident that understood in this way CM is regres-
sive and that full understanding would require thoughts about thoughts24. 
Further, the strong interpretation is open to various lines of argument, most 
notably Burge`s own remarks about unconscious possession of concepts 
(1979, 105) and variations of Williamson`s (1996, 2000) anti-luminosity ar-
gument. More importantly, Wikforss never explicitly appeals to privileged 
access or mentions awareness of conceptual contents. Therefore, we can 
conclude that the Strong reading of CM is too uncharitable.  
 One remaining option is to treat the CM condition as a negative require-
ment. As Wikforss insist on multiple occasions, AIU stresses that ascrip-
tions of concept possession presuppose that we are not in a possession of 
our own, deviant concepts (2001, 231), we are not failing at grasping im-
portant conceptual connections and we are not “rejecting trivial analytici-
ties”25: 

                                                           
22  cf. “Failure to grasp one’s mental contents results from either blind prejudice or 
interference by “mere” bodily sensations and corporeal imagery.” (Burge 1979: 104) 
23 Berker`s interpretation of Williamson`s anti-luminosity argument clearly shows 
that luminous conditions refer to “a kind of epistemic privileged access”  
24  I would like to thank an anonymous reviewer who suggested to me that this 
interpretation is too strong and uncharitable.   
25  Wikforss seems to suggest that cases of conceptual error are either “radical and 
deep-running” disagreements in meaning, but not in beliefs and rejections of trivial 
analyticities (2001, 231). Characterised like that however, CM is begging the ques-
tion, because it leaves very little space for the possibility of conceptual error (e.g. 
trivial cases like “brisket” or radical examples like the Sofa case are neither disagree-
ments in meaning nor they concern a trivial analyticity).  
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Weak (Negative) Interpretation (CM) – S possess a concept C if 
and only if, when it comes to C, S is a) unable to commit conceptual 
error and b) C is not a deviant concept. 

Weak CM still involves one rigid restriction: if we grant that S possesses C, 
that amounts to granting that it is impossible that S ever makes a concep-
tual error in regards to C. In order to avoid circularity, we need a clear 
answer of what constitutes a conceptual error and how to detect it.  
   First, a conceptual error suggests partial grasp of a concept. However, we 
are looking for construal of such partial grasp in terms different from the 
ones provided by the Accepted-usage and the Strong interpretation. Fur-
ther, we want partial grasp to reflect incomplete understanding26. The 
proper way to go, then, is to present conceptual competence in terms of 
ability. As suggested by Sawyer, “the subject`s grasp of a concept is tied 
to the ability to apply this concept correctly” (2003, 271). Here, “correctly” 
designates “in terms of reference” (e.g. Burge 1986, 715, Wikforss 2001, 23). 
Thus, incomplete understanding/partial grasp presupposes “an ability to 
discriminate some but not all Fs from non-Fs typically” (Sawyer 2003, 271).  
   The aforementioned clarifications allow for a final, positive twist on the 
Weak interpretation of the CM condition: 

Ability Interpretation (CM): S possess a concept C if and only if S 
possesses infallible knowledge how (or some other cognitive ability) to 
employ C correctly27. 

It is important to stress out that on the Ability interpretation, CM does 
not involve a Luminosity condition – the contents of one`s thoughts and 
concepts need not be transparent and readily accessible (at least not in a 
reflective manner). One satisfies the condition if one employs their concepts 

                                                           
26  The reason for that is quite obvious. While Wikforss holds that “a linguistic 
mistake is not a conceptual mistake” (2001, 230), she insists on concepts being re-
lated to meaning as public and shared (c.f. her argument against Davidson in Wik-
forss 2001: 227) 
27  Note that S does not need to be aware of this ability and can even consider they 
lack such ability. At the end of the day, if CM is true, then it should also apply to 
people like Burge and Sawyer who do not find it “transparent”. 



Perfect Thinkers, Perfect Speakers and Internalism about Thought Content 297 

Organon F 30 (3) 2023: 281–309 

correctly and avoids conceptual errors, but one may yet be unable to deter-
mine when they satisfy the CM condition. 
 In the next section, I am going to argue that – put this way – CM is 
false. Now that the question about how to interpret concept mastery is 
settled, only one important clarification remains: we still have to precisify 
how to detect cases of conceptual error or how to determine if one possess 
such infallible knowledge how to employ a concept. I propose that we think 
of full understanding as a discrimination ability in terms of reference (per 
Sawyer`s proposal). Such interpretation is further plausible, because it is 
permitted (and even implied) by P2 in AIU. If Wikforss` suggestion is that 
externalism in regards of reference requires incomplete understanding to be 
a viable option, then on her own, internalist account, the CM condition 
should also regard meaning in terms of reference. After all, Wikforss` own 
claim is that her argument from incomplete understanding can vindicate 
internalism “without having to accept conceptual and referential fragmen-
tation”28 (2001, 218).  

5. Perfect thinkers and perfect speakers 

 Now, I turn to the question: what if externalists can ‘bite the bullet’ and 
show that the commitment to incomplete understanding is a reasonable 
price to pay. I remind the reader yet again that in P1 of AIU Wikforss 
stipulates that if reference externalism is supported by something different 
than the unifying principle, then the principle can be true and can ground 
the move from reference externalism to ETC. Thus, if the CM condition 
embedded in P3 turns out to be false, AIU is actually giving us good reasons 
to endorse ETC. 
 In my argument against AIU, I use reductio ad absurdum stipulating 
that it would suffice to show how the adoption of the CM condition comes 
with unacceptable implications29. I am going to do this by suggesting that 

                                                           
28  If the argument was not aimed at rejecting the dilemma in front of the internal-
ist, it would not have drawn attention to begin with.  
29  It is important to note that the CM requirement is not merely an idealisation 
which is supposed to show how real conceptual possession should look. CM is not a 
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the notion of concept mastery begets the mythical figure of the perfect 
speaker (as an extension of the perfect thinker). To allow that there are 
people or, which seems even more radical, that all people are such as to 
satisfy the CM condition, means to allow that they are creatures who pos-
sesses infallible knowledge about how to employ the concepts they operate 
with. However, each concept they operate with is part of their thought 
content, which in turn is expressed via language. Therefore, our ‘infallible 
connoisseurs’ would also be perfect speakers due to their ability to use a 
linguistic expression L correctly on any occasion on account of their full 
understanding of a concept C which corresponds to said L30. In other words, 
if we can ascribe concept mastery to S in regards to, say, the concept 
MEAT, that means a) that S is incapable of making a conceptual error 
when it comes to MEAT and b) that under normal conditions31 S is going 
to use the corresponding linguistic expression “meat” correctly (in terms of 
reference) in every sentence uttered by her. 
 One may object that such conclusion oversimplifies the matter and that 
making a linguistic error does not amount to making a conceptual error, 
nor does concept mastery presupposes linguistic mastery.32 This objection 
deserves attention and calls for some additional argument in favour of the 
relation between concept possession and sentential expression of concepts. 
First, I admit that a linguistic error on its own does not guarantee that one 

                                                           
normative condition in the sense that it does not just set the bar for how concept 
possession should be, but it rather suggests that concept possession really works like 
that. 
30  Let`s take the concept PLATIPUS. The Ability interpretation of CM is com-
patible with S having false beliefs containing the concept PLATIPUS, e.g. S may 
falsely believe that there is an angry platypus under the bed. What Ability-CM is 
incompatible with, is S making false judgments about the concept PLATIPUS and 
its referent – the natural kind platypus, say that platypuses do not produce venom. 
Wikforss`s argument allows this restriction, because she sustains that conceptual 
disagreements are disagreements where we share a lot of common beliefs about e.g. 
arthritis, but we fail to converge upon some of our beliefs about ARTRITHIS (Wik-
forss 2001, 231).   
31  “Under normal conditions” is meant to exclude cases of purely linguistic error. 
In what follows I will provide further clarifications.   
32  I would like to thank an anonymous reviewer who pointed this out to me. 
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has not mastered the concept in question. There can be many explanations 
of why someone makes a linguistic error, for example the infamous lapsus 
linguae. Purely linguistic errors can also include cases of false beliefs about 
a term`s application, e.g. Burge`s subject who believed he had orangutans 
for breakfast (Burge 1979, 90-91; Wikforss 2001, 231). Particular types of 
linguistic error may also be due to a serious condition like dyslexia. Recent 
findings report dyslexia to be primarily related to a word identification 
problem due to issues with phonological processing, which nevertheless do 
not to presuppose comprehension failure (e.g. Casalis 2004).  
 Thus, there are indeed cases where linguistic error is not related to con-
ceptual error. On the other hand, there are cases where conceptual error is 
made, but no (literally understood) linguistic error is presented. Let`s look 
at an example: 

Dolphins: Let`s imagine that 10-year-old Martha loves dolphins. She 
goes to the Dolphinarium regularly where she observes the habits of the 
dolphins, swims with them regularly and feeds them fish. Martha has a 
variety of true beliefs with content-clauses involving oblique occurrences 
of DOLPHIN. For example: that dolphins are highly intelligent, that 
dolphins can swim, that dolphins eat fish and that dolphins produce a 
variety of vocalizations. Let`s further imagine that Martha engages in a 
discussion with Peter who asks her which is her favourite fish. Martha 
answers the following: 

S1: Dolphins are my favourite fish. 

Are we to attribute possession of the concept DOLPHIN to Martha? I would 
say that we are. Now, according to the CM condition this would be a clear 
example of conceptual error and it would suggest that Martha has only 
partial understanding. Furthermore, there is no obvious linguistic error in 
S1.  
 One can wonder, does not this make the case against my assumption 
that concept possession is related to linguistic expression even stronger? My 
answer will be ‘No, because that is a Strawman type of argument’. I insisted 
that CM implies that one has to use the corresponding linguistic expression 
e.g., “dolphin”, correctly (in terms of reference) in every sentence uttered 
by her. That does not mean that she cannot make a purely linguistic error 
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in the sense of lapsus linguae or even in the sense of dyslexia, nor in any 
sense that concerns language rules or even accepted usage of expressions 
alone. Martha`s error is one that concerns the meaning of “dolphin” in 
terms of reference, her belief that dolphins are fish is a mistaken belief about 
the concept DOLPHIN33.  
 Thus, all that will be presumed by my perfect speakers charge is that 
such creatures have to be infallible in regards to linguistic meaning34 (un-
derstood in the abovementioned way). All of the abovementioned examples 
show only that there is no necessary relation between concept possession 
and (literally understood) sentential expression. What they failed to show 
is that there is no relation between concept possession and sentential ex-
pression (understood in terms of meaning) and, also, that there is any other 
way to assess concept possession other than analysis of sentential expres-
sions. If conceptual error was never presented in sentential expressions, 
there would be no way to pick it up. However, such presentation does not 
presuppose any purely linguistic error, only a reference error. 
 An internalist (mind you, one who`s views are much closer to those of 
Davidson rather than those of Wikforss) may stipulate that Martha has a 
DOLPHIN-like concept, and she was correct with respect to that concept: 
her concept, whatever it included, was consistent with dolphins being fish35. 
On this view, concepts are literally individuated and pertain solely to a 
given individual36. Thus, Martha ends up in possession of the concept 

                                                           
33  One can object that Martha`s error is rather a factual error. I do not deny that. 
Even so, it is also a conceptual error, at least per everything that we can gather from 
Wikforss`s interpretation of conceptual error. Martha does not have a deviant DOL-
PHIN concept, nor does she make a purely linguistic error.  
34  That is, for the corresponding linguistic expressions of concepts they are in pos-
session of. Imperfectness would be possible, but it would suggest that in all such 
cases CM does not hold and that possession of the relevant concept cannot be at-
tributed to S. 
35  I would like to thank Johan Heemskerk for suggesting this line of defence on 
behalf of the internalist. 
36  The scope of this paper does not allow that I dive into the metaphysics of concept 
in detail. My initial response to a naturalistic charge presuming that concepts are 
not abstract entities is that I agree with it. I even consider externalism to be far 
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FOLPHIN and we can grant that she mastered the concept FOLPHIN. I 
share Wikforss` scepticism that this line of argument does not do much 
good to the internalist. To paraphrase: If whenever two speakers disagree 
about the classification of dolphins it follows that they must have ‘different 
thoughts’, then it is hard to see how two speakers could ever share any 
thoughts at all37. That would preclude us to share any concepts or disagree 
over our beliefs (Wikforss 2001, 227). 
 It is an open question if one is ready to attribute concept possession to 
Martha in the Dolphin case. While I am ready to do so, many would find 
that Ability-CM holds for Dolphin and would deny that Martha possesses 
the relevant concept. However, Dolphin is not meant to present a direct 
challenge of Ability-CM. The example`s main purpose was to illustrate a 
common case of conceptual error. Martha is purposefully depicted as a child 
who, even if indeed infatuated with dolphins, is not an expert in any way 
and does not employ her DOLPHIN concept flawlessly. But is it possible 
that a lot of us are much more like Martha than we are ready to admit?    
 Going further with the argument against the CM condition, the first 
problem that it faces is that it is too rigid. We should allow that there are 
competent subjects who are capable of conceptual errors. Let`s take the 
following example: 

Substitute: Let`s assume that Mike is a chef and works at a restaurant 
that mostly serves grill and barbeque. He possesses a large number of 
beliefs, which are commonly attributed with content clauses containing 
‘grilled chicken’ in oblique occurrence. At this stage we can probably 
say that, as an expert and reliable user of the expression ‘grilled chicken’, 
Mike also seems to possess the concept GRILLED CHICKEN which 
corresponds to ‘grilled chicken’. However, imagine that Mike has a friend 

                                                           
more capable to incorporate a naturalistic view on concepts than internalism, e.g. 
Sawyer`s natural-kind externalism (2015).  
37  Further, another worry is that DOLPHIN-like concepts are a slippery slope, until 
you realize it, you have a million different concepts for a dolphin and none of them 
is DOLPHIN, because there is no concept DOLPHIN anymore. Getting rid of refer-
ence may fend off the problems raised my Putnam, Burge and etc., but what does 
it leaves us with? That is why I agree with Wikforss that a Davidsonian solution is 
a non-starter. 
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named Judith. One night, Mike goes to diner in Judith`s house. Unbe-
knownst to Mike, Judith has prepared a dish containing only soya 
chunks and vegetables. While eating his dish, Mike utters the sentence 
s1: “I think that this is the best grilled chicken I ever tasted”. Should 
we suspend our initial judgment and deny Mike the possession of the 
concept GRILLED CHICKEN? 

I contend that examples like Substitute are a useful demonstration of why 
we should restrain from a foolhardy acceptance of the CM condition. Clearly 
there are instances in which we would usually ascribe concept possession 
(i.e. we would also suppose that partial understanding is sufficient) even if, 
due to unforeseen circumstances, upon occasion S makes a conceptual error. 
Just like Bert in Burge`s example, Mike makes such a conceptual error 
expressed in s1 by forming a false belief about grilled chicken. 
 But why should we presuppose that Mike is making a conceptual and 
not simply an empirical error? Remember that Ability-CM presupposes that 
we should interpret full understanding as a discrimination ability. In Sub-
stitute, Mike fails to discriminate something that is F (where F = grilled 
chicken) from something that is non-F (in this case – grilled soya chunks). 
We can generalize the example by presuming that Mike has never heard of 
soya chunks. Let`s further presume that Judith tells all of her and Mike`s 
mutual friends what happened at dinner, and they decide to pull an elabo-
rate deception by deluding Mike into thinking that soya chunks are actually 
a premium kind of chicken. As a result, he starts to serve soya chunks in 
his restaurant and forms new false beliefs about roasted chicken. For exam-
ple, that roasted chicken should be soaked before cooking, or that roasted 
chicken should be rehydrated before grilling. On the other hand, it would 
be strange to suggest that Mike has a deviant concept of roasted chicken, 
because he still possesses all his previous true beliefs about ‘roasted chicken’ 
and successfully discriminates things that are roasted chickens from all 
things that are not soya chunks38.  

                                                           
38  I think something similar happens in Burge`s brisket example – one`s social 
environment can shape one`s BRISKET concept in a way that allows only for partial 
understanding. 
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 At this point, an internalist can question my argument on grounds of it 
being too strong. After all, it can be argued that Substitute relies on per-
ceptual illusion or that it involves a convincing fake. From there, an inter-
nalist can generalise the rebuttal saying that Ability-CM would deny us 
possession of perceptual concepts because we can stipulate that all percep-
tual experiences can be convincingly faked39. From there, the internalist can 
argue that a feasible option is to reinterpret Ability-CM as an even weaker 
condition, namely: 

Ability CM*: S possess a concept C if and only if S possesses infallible 
knowledge how (or some other cognitive ability) to employ C correctly 
relativised to non-deceptive cases. 

Such an interpretation of CM would be more plausible, if it was indeed 
available for the internalist. First, one has to take into account that other 
forms of internalism (e.g. internalism about knowledge or justification) have 
been having notoriously hard times dealing with the indistinguishability of 
good and bad cases40. The reason for that is that such differences do not 
reside nowhere near the mental. Further, Ability CM* only confirms that 
by introducing the condition that infallibility should be regarded as relative 
to non-deceptive cases. However, excluding convincing fakes requires an 
external, environmental restriction on Ability CM that is not at the inter-
nalist`s disposal.  
 The presumed phenomenal indistinguishability of the good and the bad 
case is just another reason why internalists should find a way around Sub-
stitute. If there is any internally accessible difference between Mike in the 
convincing fake scenario and his counterpart, Mike* who is not presented 

                                                           
39  This line of defence was suggested to me by Johan Heemskerk. I would like to 
stress out that the plausibility of the argument will depend on the particular views 
about perceptual contents that the internalist is ready to endorse. However, I will 
not discuss this in detail here.  
40  Take BIV cases, on an internalist account Jane and JaneBIV have the exact 
same justification for believing that they have hands (for an excellent reconstruction 
of Cohen`s ‘new evil demon problem’ see Srinivasan 2020, 406-407). 
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with a fake, but enjoys grilled chicken, the internalist has to account for 
that41.  
 A further challenge for Ability-CM was already raised by Burge`s Ar-
thritis case. It is not clear if, however we interpret it, a CM condition would 
allow for lack of scientific knowledge about the referent of the concept in 
question. Even if we find a way around Substitute, Mike may still reject “a 
trivial analyticity”42 about CHICKEN, like p = “Chicken is gallus domes-
ticus”. Mike would probably also fail to understand sentences like s2 “There 
is a gallus domesticus inside this dish”. However, a zoologist can say that 
the linguistic expression ‘gallus domesticus’ still corresponds to the concept 
CHICKEN. Thus, the CM condition raises the question if Ability-CM does 
not also require too vast knowledge about a particular concept, its referent 
and its linguistic use. 
 To deny concept possession to Mike in either in these two scenarios 
would mean to deny it to too many subjects on too many occasions. Indi-
vidualists are afraid that allowing incomplete understanding would imply 
that one does not understand her own thoughts. It turns out that the en-
dorsement of ITC and the acceptance of the CM condition are actually what 
implies such a conclusion - Mike neither understands his thoughts (because 
according to CM he does not possess the concept ROASTED CHIKEN) nor 
he understands what he is saying. Therefore, holders of ITC should defend 
themselves against the same charge that they have put forward. It seems 
that we are not perfect thinkers, nor perfect speakers and, if ITC is indeed 

                                                           
41  Insisting that Ability CM is too strong because it introduces a discrimination 
ability will also not work, at least not for Wikforss` project. After all, she refuses to 
take the ‘narrow content’ way out of Burge`s challenge in order to not sever the 
traditional link between thought-content and truth-conditions and to avoid the frag-
mentation of concept and reference (Wikforss 2001, 218). Other traditional internal-
ist criteria for correctness like consistency with one`s other beliefs will also not be 
applicable because, while they would secure that conceptual content is determined 
individualistically, they would still create a chasm between concepts and referents. 
As I agree with all of Wikforss` criticisms of traditional internalist responses to 
Burge, I will have nothing more to say about them.  
42  Which I remind, according to Wikforss, would be exemplary of conceptual error 
(2001, 231). 
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correct, it seems that we actually fail to possess a lot of the concepts we 
operate with. 
 At this point, as pointed out to me by an anonymous reviewer, an in-
ternalist can object against Substitute by suggesting that Mike does not 
make a competence error, but a performance error. Such distinction would 
imply that a performance error is due to the external conditions in which 
the judgment is produced and that it does not require that Mike revises his 
ROASTED CHICKEN concept. If he was to make a competence error on 
the other hand, it would be related to his conceptual grasp of ROASTED 
CHICKEN and it would have suggested conceptual revision after Mike ac-
cepts that he made a mistake. 
 The answer to the internalist`s objection consists of two parts. First, it 
is not clear at all that Mike is not expected to make a revision in regards 
to his ROASTED CHICKEN concept. Maybe he will adopt at least one 
new belief regarded to ROASTED CHIKEN, namely that roasted chickens 
are not the only thing that taste like that. If, before trying Judith`s dish, 
he held the belief that a necessary and sufficient condition for something to 
be a ROASTED CHICKEN is to taste like that, then he probably would 
abandon this belief after trying the soya chunks (if we presume that Judith 
does inform him of the nature of his dish). Should not we suppose then that 
he has actually revised his ROASTED CHICKEN concept? Further, an all-
out distinction between competence errors and performance errors may 
prove unavailing for the internalist. As I pointed out there can be cases of 
performance error where no competence error has been made. However, it 
is questionable if we can discuss pure competence errors without the pres-
ence of performance errors. After all, it is Bert`s performance error in the 
Arthritis case that motivates Wikforss to suggest that he does not possess 
the concept ARTHRITIS. In Wikforss` own words: “Bert makes a concep-
tual error when he utters ‘I have arthritis in my thigh’” (2004, 288).  
 The final problem encountered by Ability-CM concerns conceptual dis-
agreement43. If all subjects possess full understanding about the concepts 
they operate with and are, indeed, such perfect speakers, then how can we 
                                                           
43  Wikforss is actually fully aware of that (2001, 227), but does not seem to provide 
a remedy to it apart from the appeal to individualists to not give up on reference 
and to not accept the conceptual and referential fragmentation (Ibid., 218, 226, 231) 
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account for instances where misunderstanding or disagreement arises? It 
looks like Wikforss` suggestion is that all conceptual differences appear, in 
the end, to be nothing more than differences in adopted theories (e.g. the 
actual and counterfactual theory of what ‘arthritis’ refers to in Burge`s 
scenario) and not actual conceptual errors (Sawyer 2003, 270). However, if 
to be able to grasp a concept C, S has to satisfy the CM condition (Sawyer 
2003, 273) the emerging figure of the perfect speaker will oblige the individ-
ualist to explain why no one ever makes a conceptual error44. Furthermore, 
if every disagreement spurs from a difference of theories, and every theory 
has a chance to be proven correct in the future (Wikforss 2001, 225), ITC 
turns out to be enfolded in arbitrariness and relativity. It would be very 
difficult to point out clear cut criteria which should be adopted to distin-
guish true from false claims in an argument. Each attempt to outline such 
criteria would require that both sides in the argument talk about the same 
thing (i.e. grasp the same concept) and that according to said criteria one 
of the speakers is right and one of them is wrong. 
 Finally, even if I am right that Ability-CM suggests that concept pos-
session requires that we are perfect thinkers, there may yet be a reader who 
remains unpersuaded by my arguments that such a condition has to imply 
that we are also perfect speakers.  I would like to address this worry one 
last time and try to sway this reader to agree with me. While there may 
not be a one-to-one correspondence between conceptual and linguistic er-
rors, as I already admitted above, a couple of things should be pointed out 
about conceptual errors45: i) A conceptual error may not be merely a per-
formance error, but it is a performance error (of a sort)46; ii) evaluation and 
assessment of performance errors requires that the one who is being evalu-
ated performs; iii) in the case of concept possession a performer is manifest-
ing their ability qua the use of language. Thus, we may not be required to 

                                                           
44  Either that, or in all cases of disagreement we should deny concept possession to 
both sides of the argument. However, this takes us back to my first objection because 
it seems that very few individuals would turn out to grasp any concepts at all. 
45  That is: about conceptual errors on an internalist account that endorses Ability-
CM (see footnote 37 for a different problem with a different brand of internalism.)  
46  Remember that Ability CM requires correct application and infallible discrimi-
nation.  
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be perfect speakers in a loose sense (we are allowed to make purely linguistic 
errors), but we are required to be ones in a more strict and troubling sense 
(we are not allowed to apply the word ‘arthritis’ to ailments of the thigh). 
Avoiding the Davidsonian solution comes with a cost: bringing back refer-
ence suggests bringing back meaning, which in turn demands enforcing a 
(contingent) conceptual - linguistic relation. 
 All objections that were outlined above have the same consequence – 
even if incomplete understanding seems counterintuitive at first glance, to 
assume the opposite, expressed by the CM condition, comes with a heavy 
price to pay. ITC implies that we are perfect thinkers and perfect speakers 
and that, when we enter disagreement, we just talk about different things 
and follow different theories. On the other hand, the only implication of 
ETC and the rejection of P3 is that sometimes we are capable of ‘losing the 
keys to our cognitive home’ (so to say). Even if this is counterintuitive, no 
real arguments which are able to affirm that concept mastery is a necessary 
condition for grasping a concept were presented by the holders of ITC. 
 The rejection of P3 comes with an interesting consequence. Let`s reas-
sess AIU and see what follows from the negation of the CM condition: 

AIU (Redacted) 

P1:  The unifying principle of reference can be used to justify the tran-
sition from externalism in regards of reference to ETC. 

P2:  Arguments in favour of externalism in regards of reference often 
rely on cases where a subject S possesses only incomplete under-
standing about a concept C. 

C1: ETC would also require that we allow for concept possession in 
cases of incomplete understanding. 

P3:  It is possible that there are cases where we do not completely 
understand our own thoughts. 

C2: The possibility of incomplete understanding can be used to 
ground reference externalism.  

C3: The unifying principle of reference can be used to ground ETC. 

As per Wikforss’ own admission, the premise that incomplete understanding 
about our own concepts is possible grounds reference externalism. I showed 
that reference externalism is supported by something different than the 
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unifying principle, thus the principle can be true, and can “be used to defend 
the move from reference externalism to content externalism” (Wikforss 
2004, 292). Therefore, per the redaction of Wikforss’ own argument, ETC 
is well-grounded and immune to individualists’ attacks. 
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