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Abstract: Current debates on the nature of explanatory understand-
ing have converged on the idea that at least one of the core compo-
nents of understanding is inferential. Philosophers have characterized 
the inferential dimension of understanding as consisting of several 
related cognitive abilities to grasp a given explanation and the nexus 
of complementing explanations to which it belongs. Whilst analyses 
of both the subjective epistemic abilities related to grasping and ob-
jective features of the inferential links within explanations have re-
ceived much attention, both within theories of explanation and in the 
literature on understanding, the criteria for evaluating the specific 
structure and organization of explanatory clusters or nexuses has re-
ceived much less attention. Nevertheless, two notable exceptions 
stand out—Khalifa’s characterization of an explanatory nexus, and 
theories of explanatory unification. I take Khalifa’s ideas, together 
with the basic criteria of successful explanatory unification, as my 
starting point. To both I make some corrections and additions, in 
order to arrive at a more robust notion of an explanatory nexus and 
ultimately show that its structural properties and the inter-explana-
tory relations it contains are relevant to the resulting understanding. 
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I propose to represent such nexuses as directed graph trees and show 
that some of their properties can be related to the degree of under-
standing that such nested explanatory structures can offer. I will fur-
ther illustrate these ideas by a case study on an ecological theory of 
predation.  

Keywords: Ecological theory of predation; explanatory understand-
ing; scientific explanations; unification. 

1. Introduction 

 The problem of explanatory understanding has received significant at-
tention in the recent literature of epistemology and philosophy of science 
(see Baumberger et al. 2017 for an overview). The exact definition of un-
derstanding1 is a matter of an ongoing dispute, but most analyses have 
converged on the idea that at least one of the key differences between mere 
knowledge of a correct explanation of a phenomenon and understanding the 
phenomenon has an inferential character (Newman 2014; Grimm 2010; Kha-
lifa 2017; De Regt 2015). The inferential character of the explanatory un-
derstanding of a given fact, or a factual domain, has been analysed in the 
literature in two complementary ways, related to both the inferential prop-
erties of singular explanations and the organization of inter-linked explana-
tions:  

1. As a subjective ability to evaluate the quality of the available expla-
nations (Grimm 2010; Newman 2014; Khalifa 2017), the ability to 
grasp the explanations (e.g. arriving at new inferences based on the 
original explanatory blueprint) and to relate these explanations to-
gether forming an explanatory nexus; 

2. As the objective features of explanatory inferences in terms of the 
type of relation between the explanans and the explanandum (Kostić 

                                                 
1 For stylistic purposes, here I will use “understanding” and “explanatory un-
derstanding” interchangeably to refer to the same epistemic good of comprehending 
a phenomenon by an available explanation. A further clarification on this notion can 
be found in section 2. 
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2018), the informativeness and relevance of the explanatory prem-
ises, and the quality of the so-called cluster or nexus of complement-
ing explanations (Khalifa 2017).  

 If we take into account the idea that understanding is not a binary 
notion, but comes in degrees (Khalifa 2017; Newman 2014), we can then 
see that the degree of understanding of some fact or factual domain depends 
on both subjectively grasping the conceptual inferential relations within 
explanations or between complementing explanations of that fact or domain 
of facts, but also on objective features of these explanations and established 
inter-explanatory relations. Whilst analyses of the subjective epistemic abil-
ities related to grasping, and the specific features of the inferential links 
within explanations, have received extensive attention, both in theories of 
explanation (Hempel 1965; Lewis 2000; Woodward 2003; Lange 2016) and 
in the literature on understanding (Baumberger et al. 2017), criteria for 
evaluating the specific structure and organization of explanatory clusters or 
nexuses has received much less attention.  
 Two notable exceptions stand out. In the literature on understanding 
Khalifa has introduced the general notion of an explanatory nexus (Khalifa 
2017). He has suggested that the degree of understanding that an explana-
tory nexus provides is determined by comparative principles of complete-
ness and likeness to scientific knowledge. However, his characterization of 
explanatory nexuses and the criteria for their evaluation have remained too 
broadly defined. 2 In theories of explanations, unificationist theories have 
also conveyed the idea that explanations should not be considered in isola-
tion. These theories have developed the idea that understanding should be 
judged both on the basis of the number of facts an explanation can cover 
(Kitcher 1989) and on the number of other explanations that an explanation 
can unify (Friedman 1974; Bartenbloth 2002). Therefore, unification can 
potentially provide the grounds for a more robust criterion for the evalua-
tion of a cluster of explanations, in terms of their organization and their 
inter-explanatory relations. 

                                                 
2 Khalifa’s analysis of completeness of grasp for instance is overly broad and as he 
himself notes is not susceptible to quantitative assessment (see Khalifa 2017, 10), for 
more details see section 2.3. 
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 Here, I will take both Khalifa’s idea of an explanatory nexus and the 
basic criteria of successful explanatory unification as my starting point. In 
both cases, I will make some corrections and build upon the existing views 
in order to define the notion of an explanatory nexus more robustly and to 
offer more precise criteria for its evaluation. My central effort will be to 
show that the organizational and structural properties of these nexuses also 
play an important role in determining the degree of understanding.  
 To give an outline of the paper. In the second section, I will present  
a short review of the literature on the subjective and objective features of 
inferential explanatory understanding. In the third section, I will link the 
core ideas of these analyses with explanatory unification. In the fourth sec-
tion, I will lay the groundwork for a possible formal explication of an ex-
planatory nexus as a directed graph tree. Making some corrections to both 
Khalifa’s notion of a nexus and the basic criteria of unification, I will pro-
vide robust criteria of the degree of understanding that such nexuses can 
provide in terms of both the quantitative evaluation of subjective complete-
ness of grasp and the evaluation of the objective properties of explanatory 
structures. I will also give a short illustration of these ideas by a case study 
on an ecological theory of predation.  

2.1. The subjective side of the inferential  
component of understanding 

 The philosophical analysis of understanding has shown that the differ-
ence between mere knowledge of the correct explanation of a given phenom-
enon and understanding that phenomenon has a distinct subjective dimen-
sion. Typically, this dimension has been analysed under the concept of grasp-
ing. Grimm (2010) has described grasping as the ability “to work upwards” 
(so to speak) from a particular explanation towards the relevant fragment of 
a background theory, by mastering the general conceptual relations, or the 
dependence conditions, that are exemplified in the explanation.  
 An extension of the analysis of the subjective epistemic requirements of 
understanding has been made by Newman (2014). For him, understanding 
involves several distinct but related cognitive abilities such as semantic 
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ability, comprehension ability and problem-solving ability. A test for these 
cognitive abilities would be to check the subject’s ability to link the newly 
introduced explanatory inferences to pre-existing explanatorily relevant in-
formation, in order to solve novel problems.  
 To illustrate, reaching understanding of the phenomenon of flight, by 
learning the Bernoulli principle, as a result of answering the explanation-
seeking question “Why can the plane fly?”, is not equivalent to merely 
knowing that the Bernoulli principle provides relevant information about 
the conditions which make flight possible. Understanding flight via this ex-
planation means also being able to work out how the variables in the equa-
tion will co-vary in different circumstances. “Grasping” this explanation, 
for instance, will mean being able to infer that the theoretic maximum al-
titude of a given model of glider depends on the shape of its wings and the 
density of the air at different altitudes. Understanding in this sense involves 
the ability to analyse the explanatory relation between the explanans and 
the explanandum in terms of the conceptual relations exemplified in the 
explanation and thus arriving at the explanatory blueprint which the ex-
planation exemplifies.  
 As Newman has shown, grasping will also involve linking the resulting 
explanatory blueprint to other available explanatory information for the 
purpose of solving novel problems. For example, linking the newly intro-
duced Bernoulli principle to a background knowledge of thermodynamics 
will allow us to understand not only flight but also how injectors in steam 
locomotives work.  
 Even though our consideration of the idea of grasping clearly shows that 
explanations should not be considered in isolation, an exclusive focus on the 
subjective epistemic abilities that make possible the linking of newly intro-
duced explanatory information to pre-existing explanatory knowledge will 
leave the analysis of understanding one-sided. Obviously, an objective eval-
uation of both the structural properties of explanatory inferences themselves 
and of how these inferences are organized together with other background 
explanatory information (producing larger and more encompassing inferen-
tial networks) is also essential. 
 However, as we shall see, the literature on theories of explanations and 
on explanatory understanding has focused for the most part only on  
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analysing the relation between explanations and their explananda and less 
on providing criteria for the organization of such inferential networks. 

2.2. The objective side of the inferential component  
of understanding and singular explanations 

 Most3 of the classical literature on scientific explanations has been fo-
cused on analysing understanding in terms of the features of the inferential 
relation between the explanandum and the explanans. This strategy has 
been endorsed by most well-known theories of scientific explanation, such 
as the deductive-nomological model (Hempel 1965), and various causal ap-
proaches (Dowe 2000; Salmon 1998; Woodward 2003). The deductive-no-
mological model has been deployed to investigate this relation as a form of 
logical consecution of the lawful premise in the explanans that subordinates 
the explanandum; in causal theories of explanation the relation is described 
as counterfactual dependence (Lewis 2000) or difference making (Woodward 
2003) between the cause (explanans) and the effect (explanandum). The 
introduction of distinctively mathematical explanations has further en-
riched this picture by also describing some scientific explanations in terms 
of the relation of logical constraint that a mathematical explanans imposes 
upon an ontic fact (explanandum) that is satisfied by it (Lange 2016).  
 Recently, Kostić (2018) has proposed a general criterion for assessing 
explanatory understanding based on the relation between the explanans and 
the explanandum. His central claim is that, because the goal of explanation 
is understanding, understanding is intimately linked with explanation. For 
him, this intimacy depends on the level of complexity in the structure of 
explanation in such a way that the more immediate the relation between 
the explanans and explanandum, the more immediate the understanding.  
 As a corollary, he also claims that. The explanation will provide more 
understanding and depth if the explanatory relation is more immediate.4 

                                                 
3 With the notable exception on theories of explanatory unification. See section 3.  
4 Kostić has suggested that the most immediate relation between explanans and 
its explanandum is non-inferential in character and any type of explanatory infe-
rences such as deductive-nomological explanations are necessarily more complex. 
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These results from the fact that the immediacy also has as a by-product the 
possibility to apply that explanation to a large number of phenomena.  
 He defends these ideas by comparing minimal structure explanations 
(a type of distinctively mathematical explanations) with deductive-nomo-
logical or causal mechanistic explanations. Kostić shows that minimal struc-
ture explanations require simply grasping that the explananda satisfy 
a given mathematical structure and, as such, that the derived properties of 
that mathematical structure will also be exemplified by the explananda. If 
these properties are the ones which fall under the spotlight of explanatory 
seeking problems, then an explanation need only show that the explanan-
dum instantiates the mathematical structure. As a corollary, he suggests 
that, due to the higher abstractness of these explanations, the explaining 
mathematical structure can be used to cover a large variety of facts, also 
offering significant explanatory depth. In contrast to this type of explana-
tion, causal explanations, for instance, have a narrower scope, because they 
exemplify specific causal interactions and, as such, require specific ontic 
information which is not generalizable.  
 Here, I shall agree with the first element of his account—the more inti-
mate the relation between the explanans and the explanandum the more 
immediate the understanding. The second claim, which links the explana-
tory depth of minimal structure explanations to the immediacy of the ex-
planatory relation is more contestable and does not fit well with the account 
of unification I am going to develop here.  
 Firstly, it is possible that a minimal structure explanation satisfies the 
norm of intimacy between an explanans and explanandum but remains ap-
plicable to a very few phenomena. This is because the number of phenomena 
that exemplify a given mathematical structure is a contingent fact, which 
does not depend on the properties of the exemplified mathematical struc-
ture. After all, nothing in the immediacy of the relation between a mathe-
matical explanans and a factual explanandum hints that such a relation 
should be satisfied by more than a single fact. Therefore, it is a contingent 

                                                 
Since the problem I address here is that of inter-explanatory relations and structu-
res, I will leave open the problem of whether there are cases of non-inferential 
explanations.  
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ontic issue whether a given mathematical structure, despite its abstractness, 
is applicable to a large number of facts or not.  
 Nevertheless, the inverse is certainly correct. The more general the ex-
planation the less specific ontic information it contains and, therefore, the 
more immediate the relation between its explanans and explanandum. As 
such, more abstract or general explanations should stand higher in a possi-
ble hierarchy of interlinked explanations. As for determining the explana-
tory depth that such explanations can provide, and use it as a cubit for 
understanding, I shall not follow Kostić directly. Instead, I will try to de-
velop a more complex view of unification that requires that the general 
applicability of a given explanation and the explanatory relation it exem-
plifies should always be taken into account in relation to other more general 
or more specific explanations.5  
 To conclude, if we take Kostić’s account narrowly, as a criterion for 
evaluating singular explanations by determining the type of relation that 
holds between the explanans and the explanandum, and by comparing it 
with different explanatory strategies, it strikes me as fundamentally correct 
in its basic assumption of intimacy. Therefore, in what follows, I shall take 
it as a basic criterion for ordering explanations. The more generally appli-
cable the explanation, the more intimacy it will display between its explan-
ans and its possible explananda, and the higher it should stand in a hierar-
chy of interlinked explanations. 

                                                 
5 Broadly applicable explanations (as Kostić himself notes) naturally offer less 
particular information due to their abstractness. As such they are sometimes sup-
plemented by specific causal mechanistic explanations. The ensuing deeper un-
derstanding can then be seen in terms not of broader applicability alone, but as the 
possibility of linking these more abstract explanations with more narrow causal ex-
planations which offer specific ontic information. Moreover, following Woodward 
(2003), an account of unification cannot consider that phenomena that are descri-
bable by the same mathematical structure are unified e.g. it is possible that the same 
mathematical equation is used to describe several unrelated phenomena, however we 
cannot treat these phenomena as well unified under this mathematical equation. For 
more on the type of unification, I am going to develop see section 3.1.  



754  Stefan Petkov  

Organon F 28 (4) 2021: 746–776 

2.3. Khalifa’s combined criterion and explanatory nexuses  

 In his book, Khalifa (2017) has developed a general analysis of scientific 
understanding. He has combined both the objective and subjective dimen-
sion of understanding by giving the following comparative criterion upon 
which the degree of understanding of some fact p can be determined: 

(EKS1) S1 understands why p better than S2 if and only if: 

(A)  Ceteris paribus, S1 grasps p’s explanatory nexus more com 
  pletely than S2; or 

(B)  Ceteris paribus, S1’s grasp of p’s explanatory nexus bears 
greater resemblance to scientific knowledge than S2’s. (Kha-
lifa 2017, 14)  

 As we can see from this definition, his criterion relies heavily on the 
notion of an explanatory nexus, which, for him, is the cluster of correct 
explanations of p, as well as the relations between those explanations. If we 
take the second criterion “the resemblance to scientific knowledge” as sat-
isfied—e.g., all the explanations satisfy the accepted objective criteria for 
the inferential relation between explanans and explanandum—this leaves 
us with the second element, completeness. However, perhaps due to the 
general project of his book, Khalifa has left the notion of completeness too 
broadly defined. Under the heading of completeness, Khalifa has listed both 
the number of correct explanations and inter-explanatory relations grasped 
and the quality of these explanations and inter-explanatory relations. More-
over, he has described completeness of nexuses in a non-restricted way—as 
all the available explanations of a given fact. Even if explanations meet the 
criteria for scientific likeness (e.g., they are the best our science can offer) 
these explanations can hardly be organized in any robust way. Theories use 
many different explanatory strategies, including descriptions of broad math-
ematical dependencies, deductions derived from lawful generalizations, in-
ferences based on phenomenological modelling; they may include approxi-
mations and idealizations, and so on. Without any criteria of the relations 
holding between these different explanatory products, the notion of a nexus 
remains (though intuitively appealing) very vague. Consequently, the no-
tion of completeness, as Khalifa defines it, only enables a comparison of the 
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relative degrees of understanding of different epistemic subjects in simple 
cases where one of the subjects lacks an explanation that the other possesses 
(Khalifa 2017, 10).  
 However, as we shall see, inter-explanatory relations between explana-
tions can be defined more clearly and, given this, both the organization and 
the completeness of such nexuses can be more precisely described. If this is 
the case, not only the number of correct explanations, but also their organ-
ization and the contrast class of phenomena that they consider, will all be 
relevant to the resulting understanding.  
 Khalifa’s definition provides a strong starting point. However, in order 
to render the problem of evaluating explanatory nexuses more manageable, 
I will narrow my focus to explanatory nexuses limited to a single theory. 
I will also assume that the examined explanatory structures contain only 
genuine scientific explanations of one particular type (e.g. that these expla-
nations are all lawful deductions, or describe causal dependences, or are 
subject to some distinctively mathematical constraints such that all are 
properly “science-like”).  
 Two problems then stand out. Firstly, how are we to organize explana-
tory nexuses; and secondly, by which criteria are we to judge the inter-
explanatory relations that such nexuses display? 
 To make an analogy with the classical theory of explanations: if that 
theory’s central problem has been the characterization of the appropriate 
types of explanans/explanandum relations, then similarly, for the theory of 
understanding based on grasping explanatory nexuses, an analysis of ex-
planatory structures grasped in terms of their inter-explanatory relations 
and organization must also be made. 

3.1. Explanatory unification as a starting point  
for evaluating explanatory nexuses 

 So far, we have seen that the degree of understanding of some fact or 
factual domain will depend not only the subjective grasp and objective eval-
uation of the inferential relations within the available explanations, but also 
on establishing and evaluating inter-explanatory relations. The problem 
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then is to present a more precise notion of such structures of explanations, 
and show how these structures can be evaluated based on their organizational 
inter-explanatory properties. I believe this idea can be developed on the basis 
of the existing analyses of explanatory unification. We can start building up 
a suitable notion of unification by following in chronological order the key 
accounts of Friedman (1974), Kitcher (1989) and Bartelborth (2002).  
 The theory of explanatory unification was pioneered by Friedman in 
1974. In his original paper, he asked the same question as that raised in the 
contemporary topic of understanding: in virtue of what do scientific expla-
nations provide understanding? His answer was that scientific theories gen-
erate understanding by offering two types of explanations: explanations 
which reduce the number of independent phenomena by subsuming them 
under general laws6, and more general explanatory inferences that subsume 
the independent laws. Even though Friedman’s account suffered from some 
technical problems7, his central idea of a hierarchy of explanations remains 
valuable. Roughly, we can paraphrase it as linking the degree of under-
standing that a cluster of explanations offers to how unified this cluster is.  
Kitcher (1989), however, did not build directly on this idea of a hierarchy, 
or interlinked structure of explanations; instead, he focused on describing 
successful unification in terms of a theory that manages to subsume its 
domain under the smallest possible set of explanations. To explicate this 
idea, he developed the concept of an explanatory pattern. Such patterns for 
Kitcher serve as skeletal blueprints of particular deductive explanatory ar-
guments.8 For example, a general pattern for evolutionary dynamics can be: 

SNS:  

Explanans: x and y are members of n, differentiated by a variant on an 
inherited trait z; x and y are competing in E, where x is fitter than y → 
Explanandum: x’s size is larger than y in E in some n' > n). 

                                                 
6 Friedman worked under the tenets of the deductive-nomological model.  
7 It accepted simple conjunctions of independent laws as explanations of these laws 
(Kitcher 1976).  
8 Famously, Kitcher has defended a position of deductive chauvinism—all explana-
tions are ultimately reducable to causal explanations. I shall not follow him in this 
idea. Instead, I will assume explanatory pluralism. 
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 Here x and y are the demographic sizes of sub-populations of the same 
species, differentiated by some trait z, E is the relevant environmental fac-
tors and n designates the generation number. A simple theory of evolution 
contains only this pattern plus a set of filling instructions for the dummy 
letters. When these filling instructions are exhausted all the instances of 
that pattern can be generated and the domain of the theory can be closed.  
It is clear that SNS is highly systematic, because it covers every possible 
evolutionary scenario, excluding only population states resulting from genetic 
drift. The downside is that such a general pattern offers very little information 
and thus understanding of actual evolutionary factors. Therefore, systemati-
zation or generality alone are insufficient as a measure of understanding. To 
amend this issue, Kitcher provided another requirement for successful unifi-
cation. A unified theory for him is such a structure of explanations that 
manages not only to systematize its domain under a small number of ex-
planatory patterns but also one in which these patterns are as stringent as 
possible (e.g. they provide as much particular information as possible).  
 Jointly satisfying the two requirements of stringency and systematiza-
tion has been shown to be a serious problem for Kitcher’s account, because 
they clearly pull in different directions (Morrison 2000). Beside the tension 
between stringency and systematization, there is also the question (left open 
by Kitcher) of how organizations that display different numbers of patterns 
and varying degrees of systematization and stringency can be compared 
(Kitcher 1989, 435).  
 Barelbroth (2002) has essayed a resolution of these issues by extending 
Friedman’s original notion of a hierarchy of explanations. He makes use of 
the formal apparatus of structuralism to propose that unification is success-
ful in generating understanding only if it manages to embed the explananda 
into a hierarchy of explanatory models each of which displays a different 
level of generality. His and subsequent accounts of unification (Petkov 2015) 
describe this hierarchy as a treelike structure, at the root of which lie the 
most general explanatory patterns. These most abstract patterns present 
the core concepts of the theory, their relations, and how they can be applied 
in order to map the factual domain (Petkov 2015). These explanatory pat-
terns are then progressively extended by specifying the core conceptual links 
in such a way that more and more specific explanations can be constructed. 
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Optimally, this should result in a series of progressively more stringent ex-
planations that should exhaust in a contrastive manner the factual domain 
and also offer deeper understanding. 
 Such a picture of theories as hierarchies of linked explanations that ex-
haust a particular domain is suggestive of the notion of an explanatory 
nexus. However, we cannot directly deploy the criteria of stringency and 
systematization in the evaluation and description of explanatory nexuses. 
This is because, firstly, Khalifa has defined explanatory nexuses as collec-
tions of the explanations of singular facts, whilst both Grimm’s grasping 
and unification are geared instead to describing explanations and organiza-
tions of explanations in terms of their broader applicability to more than 
a singular explanandum. Recall that both grasping and unification are eval-
uated in terms of the possibility of using a particular explanation of some 
fact as an exemplar of an explanatory blueprint that is then applicable to 
further phenomena similar to the explanandum. Moreover, as we saw, Kha-
lifa defined explanatory nexuses in a non-restricted way—as all the availa-
ble scientific explanations of the fact under scrutiny. This permits the in-
clusion of any number and any type of explanations, and, such clusters 
clearly does not meet the criteria for unified knowledge. 
 Another serious problem that this time emerges from the side of unifi-
cation is the so called “ad explanandum” problem (Halnonen and Hintikka 
1999; Petkov 2015). Halonen and Hintikka (1999) have criticized explana-
tory unification because it typically presents the embedding of more specific 
explanations into more general ones, as a type of inferential derivation. 
Halonen and Hintikka have suggested that this derivation implies that the 
explananda are considered as deductively closed or static. Whilst in fact 
particular explanations often include, specific ad explanandum information. 
This information is case sensitive and similarly to auxiliary conditions of 
deductive nomological explantions, is not generalizable nor it can be derived 
directly from the available explanatory information from the higher level 
explanations. Similarly, the notion of a general explanatory blueprint that 
is applied serially (e.g. grasped), cannot actually work, because at each ap-
plication of that general explanatory pattern we would need to supply ad-
ditional knowledge specific to the particular explananda, which is then ef-
fectively equivalent to discovering new explanations.  
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 Both of these issues present a significant challenge to the project of 
quantitatively comparing explanatory nexuses in terms of grasping and to 
the development of a qualitative account of such nexuses in terms of their 
unification.  

  3.2. An interrogative account of explanatory nexuses  
limited to a particular domain 

 Notwithstanding the above, I believe that, given certain corrections to 
both our idea of unification and Khalifa’s notion of a nexus, we shall see 
that we can render these concepts much more robust, and also provide some 
guidelines for a quantitative analysis of the degree of understanding that 
a nexus provides, in terms of its content and structural properties.  
 We can start with the curious historiographical observation about the 
literature of unification. Both its proponents and critics seem to have been 
preoccupied with Kitcher’s notion of an explanatory pattern and the prob-
lem of how such patterns hang together. However, in his original essay, 
Kitcher developed the concept of explanatory patterns, along with the re-
quirements for stringency and systematization, as an extension of van 
Fraassen’s pragmatic approach to explanations. Therefore, in order to meet 
the challenges of explicating explanatory nexuses more clearly, I will, so to 
speak, “go back to the roots”.  
 I take Kitcher’s basic idea that a systematization of a domain is in fact 
achieved by patterns which are recoverable by van Fraassen’s account. 
I will use this idea as a starting point and link it with the notion of explan-
atory hierarchies of Barelbroth and subsequent accounts of unification. As 
we shall see, this will lead to a resolution of the ad explanandum problem 
raised by Halonen and Hintikka. It will also help us reach a notion of uni-
fication suitable for the evaluation of explanatory nexuses.  
 Bas van Fraassen’s (1980) pragmatic approach to explanations starts 
with the idea that explanatory questions do not arise in a vacuum, devoid 
of background information. Instead, they are reducible to contrastive ques-
tions of the type Q: “Why x and not y?”, where x is the factual explanan-
dum and y is some contrast class of other unrealized possibilities. Under 
this condition, an explanation takes the form of an answer A: “It is the case 
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that x and not y because A” (for further details and formalization see van 
Fraassen 1980 and Kitcher 1989). In van Fraassen’s original formulation 
the answer must (ideally) be a direct answer. A direct answer is one that 
reveals explanatorily relevant information, which, by its introduction, shows 
the topic of the queston x to be the only factually true statement out of the 
contrast class y.  
 Two elements are essential in such an approach to explanations. Firstly, 
relevance of the explanatory answer to the question and, secondly, the con-
struction of the appropriate contrast class.  
 A typical example will be a causal explanation in which we have the 
question “Why did the window shatter when it got hit by the ball, as op-
posed to the ball just bouncing off it?”, here the answer can contain, say, 
relevant information about the force of the throw, the weight of the ball, 
and the tensile strength of the glass. As such, the answer provides case 
specific conditions (or ad explanandum information) that show why the 
shattering of the window was the only realized possibility (for similar con-
textual approach to causation see Schaffer 2005; Reiss 2013a, 2013b). 
 If we look at this example closely, we will see this to be a case of  
a very specific question, which receives an equally specific answer; as such 
it can be treated as an instance of a very stringent pattern. However, 
under unification we are not typically asking why a singular fact has oc-
curred given any range of possibilities. Instead, we are asking why the 
range of possibilities is as it is, but also why this fact has occurred under 
this specific range of possibilities. We are first trying to determine the 
correct contrast class and then to determine why x has occurred within 
that class.  
 In other words, we are not dealing with a singular explanatory seeking 
question and a singular answer. Instead, we are dealing with a generaliza-
tion which defines the borders of the contrast class, and then with a series 
of explanatory seeking questions, nested into each other, that aim to ex-
haust this contrast class or, more specifically, to zero in on the fact under 
scrutiny. This nesting works by introducing information that leads to 
providing a more and more narrow contrast class, until we zero in on the 
specific singular explanandum. If we take this idea into account, we can 
easily arrive at the notion of a hierarchy, and also treat this hierarchy as 
effectively describing an explanatory nexus.  
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 Instead of following Kitcher’s approach and defining unified theories 
statically, we can include more and more factually specific information in 
our answers. This will permit us to resolve the ad explanandum problem, 
raised by Halonen and Hintikka. In fact, it will also help us to arrive at the 
notion of an explanatory nexus and its organization. Similarly, instead of 
describing nexuses statically as all the available explanations for some facts, 
we can define clusters of explanations as a series of nested explanatory 
questions and answers, along with the contrast classes of phenomena which 
they introduce.  
 Based on this we can determine the completeness of an explanatory 
nexus not as all the available explanations for x, but as a sort of recursive 
interrogative game that includes variations of x and some distinct (but still 
theoretically relevant) facts y:  

Q1: Why x…xn along with some y…yn can occur? 
A1: x…xn and y…yn can occur because A1.  
Q2: given A1 why x…xn occurs and not y? 
A2: x…xn occurs and not y because A1.  
Q3: given A1, A2 why xk occurs and not xn? 
A3: xk occurs and not xn because A3. 
… 

For example, we would like to understand why Julius Caesar died. We can 
start with the question: Was Caesar killed or did he die of natural causes? 
Given the answer that Caesar was killed, we can ask further: Was he poi-
soned, stabbed, cut, burned, drowned, suffocated or beaten with a blunt 
object? Once we establish that Caesar was stabbed we can try to answer 
further forensic questions about the stabbing: Were any vital organs punc-
tured? Did he die of shock, or because of blood loss, or because of organ 
failure? Were the lungs or heart punctured? 
 Such a recursive game will establish a series of nested questions and 
answers relating more general questions to more particular ones. Two im-
portant points emerge. Firstly, in order to make the resulting structure 
manageable, we must not ask why-questions in any non-restricted way—we 
should not mix facts about the forensics of the Caesar’s death with these of 
possible motives of his assassins, the political situation in Rome at the time, 
the psychological dispositions of Brutus etc.  
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 Secondly, even in this restricted fashion, this structure of nested expla-
nations meets Halonen and Hintikka’s problem, because at each step we are 
introducing new information via more specific and fine-grained answers, 
which in turn permits us to appreciate more and more minute differences 
between our contrast class of phenomena. Therefore, better understanding 
intuitively results from grasping not only the basic contrastive difference 
between some theoretically relevant phenomena x and y, but also more and 
more minute variations of x. 
 An interesting problem emerges here. Van Fraassen’s original account 
treated contrast classes unrestrictedly. As a consequence, we can use any 
contrast class of non-realized possibilities as a basis of our explanation. For 
instance, our problem of Cesare’s death becomes the muddled: Did Cesar 
ever died or was he abducted by extra-terrestrial time travelers from Mars, 
who also hypnotized Brutus and other members of the senate, leaving only 
a dummy dead clone of Cesar on his original place? Therefore, an important 
problem is how to restrict the contrast class, so we can arrive at a more 
manageable and realistic structure 
 As a solution, firstly, we should consider a contrast class that is limited 
to the actual domain of our explaining theory. Secondly, we should include 
only genuine scientific explanations, such that the relation between the 
topic of the question (explanandum) and the answer (explanans) satisfies 
the requirement of some of the accepted models of explanations. For in-
stance, if we have a structure containing only causal explanations and coun-
terfactual answers, we are not normally including any possible causal influ-
ences or all and any variations of the explanandum (See Woodward 2003 
and his notion of serious possibilities). Moreover, we can also deploy 
Kostić’s criterion of intimacy between explanandum and explanans as a 
guideline on how to organize the explanatory structure—e.g., starting with 
explanations (explanans) with a more immediate relation to the explanan-
dum, and moving towards more complex cases.  
 Taking these considerations into account we can also quantitatively de-
termine—How unified the nexus of x can be by solving the problem:  

Prob 1: What is the least number of why questions that need to be an-
swered in order to uniquely pick up x from as rich as possible an initial 
contrast class?  
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This problem introduces the requirement for stringency (as informative as 
possible) and systematization (as few as possible as systematic as possible 
explanations). Similarly, to the requirement for unification, the smaller the 
initial contrast class, the easier it will be to arrive at a maximally stringent 
and exhaustive structure, and vice versa. However, we saw that “grasping” 
requires evaluating explanations not only in terms of their stringency but 
also in terms of their broader applicability (systematization).; A such, the 
larger the contrast class considered, the more explanatory information we 
would need in order to zero in on the specific explanandum.  
 Similarly, the optimal organization and completeness of an explanatory 
nexus can be determined by the problem: 

Prob 2: What is the least number of why questions that need to be an-
swered in order to pick up each unique member of as rich as possible an 
initial contrast class?  

The central idea is that we are trying first to establish a starting generali-
zation which is as systematic as possible for as large as possible a contrast 
class of phenomena, and then trying to exhaust this contrast class by the 
smallest possible number of additional questions that we need to answer in 
order to exhaust the relative differences between all the phenomena in the 
contrast class. Such nexuses can be as open or as limited as one requires. 
For instance, for a complete theory of evolution, we would need an initial 
generalization like SNS, and then extensions of specific explanations that 
can ultimately map onto the origin events and population states of all the 
species on Earth. Obviously, most actual theories and their explanations 
will have a much narrower scope and can be, for all practical purposes, 
complete (Newtonian optics or the study of some simple model organisms 
in biology are good examples). 
 With this in mind, we can also determine the subjective completeness of 
grasp and the different degrees of understanding that epistemic agent S will 
have for x by the problem:  

Prob 3: How large is the contrast class of which x is a member that S 
considers, and what is the number of questions that S needs to ask and 
receive an answer to in order to pick up x uniquely from the contrast 
class? 
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Naturally, the less information the agent requires in order to discover why 
x has occurred as oppose to a large number of variations of x, the better he 
understands x. Armed with these ideas, we can also represent the resulting 
structure in a more robust way—as a hierarchical graph tree. By examining 
its structural properties, I hope to arrive at more precise responses to these 
problems, and, as such, also at quantitative criteria for evaluating explan-
atory nexuses. 

4.1. Explanatory structures as directed graph trees 

 A starting point from which to describe these explanatory structures is 
to represent them as directed graphs. The simple case will be a direct or 
simple explanation, where A is the explanans and B the explanandum: 

 
 

Fig. 1 

In order to reach the notion of a pattern, and utilizing van Fraassen’s prag-
matics, we need only change the structure of explanatory seeking questions 
from “Why x1 and not y?” to the exhaustive Q: “Why x1 xor x2?”. Thus, 
Q along with two possible answers—A1 for x1 and A2 for x2—can be rep-
resented as such:  
 
 
 
 
 
 
 
 
 

Fig. 2 

Because an explanatory pattern is any structure in which the explanans 
applies to more than one explanandum, we can represent the case from fig 
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2 as a pattern in which A encompasses both x1 and x2 and instantiates 
respectively two simple explanations B and C. Recall that the difference 
between an explanation and a pattern is that a pattern instantiates more 
than one explanation. Therefore, this will also be the case for the most 
stringent pattern, which is just a step removed from a singular explanation. 
In order to represent exclusively the branching and the inter-explanatory 
relations of such a pattern, we can depict it as a simple binary tree: 
 
 
 
 
  

Fig 3. 

The paths AB and AC should be read as simple explanations of facts, 
respectively, x1 and x2; and the structure as covering 𝐴𝐴{𝑥𝑥1, 𝑥𝑥2}. Under this 
approach a root is always the most systematic node. The children are always 
more stringent and the leaves are always singular explanations that zero in on 
a particular explanandum. A pattern can cover any range 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅{𝑥𝑥 ∈ 𝑁𝑁 : 1 < 𝑥𝑥}. 
Consequently, patterns can be ordered into levels according to their range and 
nested into each other, where, respectively, patterns of the type 𝐴𝐴 ⊊ 𝐵𝐵 are 
cases in which A is a more stringent pattern for some of the x that the more 
systematic B covers. From this perspective, an optimal organization for the 
structure of such nested explanations will be a balanced binary tree (fig. 4): 
 
 
 
 
 
 
 
 
 
 

Fig. 4 
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 To be more precise, in such a tree there will be no leaves that directly 
connect with the root (with the exception of a structure with a single max-
imally stringent pattern that is not equivalent to a direct explanation—as 
in fig.3). All the leaves will be connected to a branch and all the branches 
including the root will have at most 2 children. Because at each level a 
branch will have at most 2 children, this will be a case of a structure that 
contains as stringent patterns as possible, that are completely systematic 
for the leaves. (Recall that the most stringent pattern has only 2 instantia-
tions—see fig. 3).  
 Another property that we would desire is to keep the level (l) of the 
structure as low as possible. The level of a node is defined by 1 + the 
number of connections between the node and the root. For example, the 
root will have level 1, its two children 2, their four children 3 etc. (see fig. 
4 for an example). Keeping the path from the root to each specific leaf as 
short as possible exemplifies the scenario in which we need to solve as few 
explanatory problems as possible in order to reach each domain specific 
fact. In other words, we are trying to obtain as stringent as possible and as 
systematic as possible structure. Therefore, a solution for Prob 2 (of optimal 
organization and completeness of an explanatory nexus) essentially reduces 
to a balancing problem for a binary tree.  
 The balance of a binary tree can be determined based on the relation 
between the level of the tree l and the number of its leafs N, which is 2(𝑙𝑙−2) <
𝑁𝑁 ≤ 2(𝑙𝑙−1). We can obtain a balanced structure when we have as few levels 
(l) as possible for N number of leafs under the condition: 𝑙𝑙𝑙𝑙𝑅𝑅2𝑁𝑁 + 1 ≤ 𝑙𝑙 <
𝑙𝑙𝑙𝑙𝑅𝑅2𝑁𝑁 + 2 ; 𝑙𝑙 = ⌈(𝑙𝑙𝑙𝑙𝑅𝑅2𝑁𝑁 ) + 1⌉. It is also important to determine the number of 
nodes, because they represent our explanatory data. For a binary tree this 
is easy, since each nod can have at most 2 children. Therefore, the number 
of nods A can be determined based on the number of leafs N as: 𝐴𝐴 =
2⌈𝑙𝑙𝑙𝑙𝑅𝑅2𝑁𝑁 ⌉ − 1 + 𝑁𝑁 .  
 With this in mind, the solution to Prob 1 of. how unified the nexus is 
for a balanced binary tree with root R and 𝑋𝑋(𝑥𝑥𝑖𝑖…𝑛𝑛) number of leafs is 
simply ∀𝑥𝑥𝑖𝑖…𝑛𝑛𝜖𝜖𝑅𝑅 = 𝑑𝑑𝑥𝑥𝑖𝑖…𝑛𝑛, where d is the depth of a leaf x (the number of 
edges we need to travel from the root to the leaf x).  
 Finally, a solution for Prob 3—determining the subjective completeness 
of grasp will be found in the case of determining what subtree of the  
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balanced tree A an epistemic subject can recover, or how similar his explan-
atory nexus is to A. If his explanatory nexus is identical to A, then he 
completely grasps explanatory structure A. Determining the similarity be-
tween such graphs, cannot be only structural but must also contain evalu-
ation of the explanatory data that each nod contains. Therefore, determin-
ing this similarity is a more complex issue that goes beyond the scope of 
the present text. However, some suggestions for comparative analyses of 
data graphs can be found in Zageret al (2008). 
 Obviously, any actual explanatory structures that we are going to deal 
with in the wild will fall short of this ideal scenario. They will display var-
ying degrees of balance; they might be incomplete; they may have multiple 
roots; they may display varying heights in their explananda, and so on. 
Nevertheless, actual organizations of explanations can be examined as such 
directed graph trees and their degree of balance be measured. In the next 
section, I will suggest that, perhaps contrary to initial appearances, such 
structural analysis is not too idealized, and at least some fragments of the-
ories that use simple nested mathematical models can be represented in this 
way. 
 Before moving on to the case study, a final note that I must make is 
that the approach to unification as a descriptive tool of explanatory nexuses 
or theoretic explanatory stores in general was inspired by the algorithm 
problems related with optimal organization of databases for solving prob-
lems in obtaining fast and effective searches. As such, the advances made 
by both computer science (Knuth, 1998) and formal analyses of such struc-
tures from descriptive set theory (Kechris, 1994), might offer interesting 
avenues of research.  

4.2. Case study – ecological models as explanatory structures 

 To start building on the idea of a theory as a hierarchy of explanations, 
I will use an example from the ecological theory of predation. I believe, 
however, that similar analysis can be undertaken for any theory which has 
a clearly definable conceptual core and displays sufficient typicality in its 
explanatory strategies.  
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 Even though the complexity of ecological phenomena does not permit 
the same level of robust unification as displayed by law-based theories in 
physics, reconstructing the ecological theory of predation as a unified sys-
tem is not a philosophical chimera. Some ecologists (Holt 2011; Ginzburg 
and Colyvan 2004, p.135) have already attempted such reconstructions and 
the present case study is based on their work.  
 My starting assumption is that the ecological theory of predation can 
be partially ordered as a hierarchy of models, where more specific models 
are nested into more general ones. The resulting hierarchical structure ex-
hausts a significant fragment of the factual domain and its models are in-
dispensable for explaining population dynamics. This structure of related 
models can also be examined as an organization of explanatory patterns. 
The resulting structural representation can provide valuable information on 
how ecological explanations offer understanding. But before proceeding on-
ward, some preliminary clarifications must be made.  
 Firstly, proponents of the idea that scientific theories are collections of 
loosely related models might object that models are abstract or concrete 
objects and as such cannot be completely reduced to propositions, whilst 
the analysis developed here is exclusively concerned with explanations 
which are patently propositional. Without getting into the thorny problem 
of scientific representations, we can assume that models express beliefs 
about their targets, and that models are employed to make inferences about 
their targets. Consequently, models can be loosely investigated as sets of 
functions which interpret as parameters some of the core theoretic terms 
and predicates of the theory. Given an input that substitutes the parameters 
with values derived from observations, these functions will generate conclu-
sion-like statements about observational targets. If the model manages to 
be representative of its targets, the conclusions made by the model, along 
with its fundamental assumptions, can be ordered in an explanatory infer-
ential structure.9 Secondly, mixing models and explanatory patterns can 
result in a somewhat messy picture of theories. Nevertheless, I will try to 

                                                 
9 This claim does not aim to diminish the significance of the philosophical theories 
of representation, nor to completely reduce the semantic view of theories to a syn-
tactic one. My modest goal here is to establish that there is an intimate relation 
between explanatory patterns and formal models.  
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present a clear picture as best as I can by giving examples of how explana-
tory patterns can be used to derive formal models and vice versa. 
 Any ecological theory starts with the assumption that the demographics 
of a population will depend on 3 factors: i.) E environmental conditions (for 
instance available resources, fluctuations of the climate etc); ii.) N factors 
specific for the organisms (as birth and death rates); iii.) P factors due to 
interaction with other organisms (such as predation, competition for re-
sources, parasitism, cooperation etc.). This very general framework of eco-
logical relations can be specified as a root pattern:  

GenEc:  
Explanans: The influence of species-specific factors N’, environmental 
factors E and relations with other species P → Explanandum: determines 
the demographics of a population of organisms N at a time t.  

Based on it we can also build an initial mathematical expression (based on 
Holt 2011):  

(𝑒𝑒𝑒𝑒. 1)  dN
dt

=Nf𝑛𝑛(N,P,E) 

 As in our toy case concerning natural selection, such a pattern, and the 
resulting model, are not very informative. GenEc, however, serves as a root 
pattern that draws the boundaries of the theory. It has only the systema-
tizing function of drawing the boundaries of the domain of ecology. Such a 
pattern does not provide any contrast between the domain-specific facts. 
Consequently, it can only provide understanding if it is extended to more 
informative explanatory patterns that specify its core concepts (E, P and 
N). A step in that direction is to specify only one of the conditions and 
examine the resulting contrast that such a pattern can provide. 
 The most straightforward way to extend one of the factors is to assume 
a function of birth-rate for N and construct a model of population growth:   

(𝑒𝑒𝑒𝑒. 2)  
1
𝑁𝑁

𝑑𝑑𝑁𝑁
𝑑𝑑𝑑𝑑

= 𝑟𝑟𝑁𝑁  

The solution of this simple function is exponential growth: 𝑁𝑁(𝑑𝑑) =
𝑁𝑁0𝑒𝑒𝑥𝑥𝑒𝑒 (𝑟𝑟𝑛𝑛𝑑𝑑). To represent it as a pattern we can interpret the function as 
receiving input information about a population of organisms at time t0 and 
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generating output populations states for tn. The model then gives rise to 
the pattern: 

ExpG:  
Explanans: The unbound exponential birth rate of a population of organ-
isms N at time t0→ Explanandum: determines the demographics of the 
population N at time later time tn. 

 It might seem that such a pattern is just as uninformative as our starting 
generalization of ecology (GenEc). However, we should recall that we are 
not required to evaluate this pattern and its model in isolation, but as a 
branch of the initial generalization. As such this model should be more 
contrastive then GenEc. The exponential growth pattern offers understand-
ing only as an extension of the general assumptions of GenEc; by specifying 
only one of the factors (that of birth rate) it effectively negates environ-
mental and inter-species factors. This creates a contrast with all the situa-
tions in which such factors have a noticeable effect on the population. In-
terestingly, even this simple expression of exponential growth has some do-
main of application. In microbiology exponential growth is used to describe 
microorganisms’ growth until nutrient exhaustion (Slavov et al 2014). In 
epidemiology, it is employed as a starting point for explaining pandemic 
diseases (Chowell and Viboud 2016; Brauer and Castillo-Chavez 2012). Fi-
nally, in ecology, it is used for describing the behaviour of the prey when 
there are sufficient nutrients and an absence of predators (Arditi & Ginz-
burg 2012). 
 Returning to our initial structure, we can extend the root pattern 
(GenEc), by introducing a relation with another species. This brings about 
the model: 

(eq. 3)  
dP
dt

=Pfp(P,N,E) 

 This new equation stands on the same level of generality as our initial 
equation (1), because it simply introduces another population of organisms. 
Similarly, it can only be made more precise if the two populations are cou-
pled. A straightforward coupling of equation (1) and (3) would be a case of 
predation, where P is a predator and N prey. This results in the pattern of 
basic predation: 
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BasicPred:  
Explanans: If a population P’s growth depends on a resource provided by 
the member of a population N → Explanandum: then the harvesting of 
N will hamper the growth of N and benefit the growth of P.  

 In this case we can assume that the resources that P depends on are the 
members of N, and that harvesting directly diminishes the population of N 
and benefits P. Adding our previous notion of exponential growth of N and 
an extra assumption of the death rate of P, leads us to the Lotka-Volterra 
equations (Volterra 1926): 

dN
dt

=rN − aNP (4.1) 

dP
dt

=eaNP − qP (4.2) 

 Here N and P are the demographics of prey and predators, respectively; 
rN and qP designate the birth rate of the prey and the death rate of the 
predators, respectively; e represents the efficiency of converting prey bio-
mass to predator biomass; and a the searching efficiency or the attack rate 
of predators. Of central importance for these equations are the so-called 
numerical and functional responses. The functional response is the intake 
rate of the predators as a function of the density of the prey. Here it is 
represented by the kill rate aNP. The numerical response is the change in 
predator density as a function of change in prey density; it is given in equa-
tion 3.2 by a function of the kill rate aNP that depends only on the effi-
ciency e of the conversion of prey biomass to predator biomass.  
 This short overview of the Lotka-Volterra equations shows that they 
introduce quite a few new details into our hierarchical organization of eco-
logical modelling. Although the equations remain highly idealized, they nev-
ertheless serve as a generalization by which we can distinguish between the 
three possible population states of a coupled predator-prey population—
ecological balance, double extinction and the extinction of the predator. As 
such the specification of the variables of these models and addition of spe-
cific parameters can be used to describe (or zero in to) a specific population 
state or dynamics (Abrams & Ginzburg 2000; Petkov 2019). If this state is 
representative of some targeted ecological populations, the model can also 
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be used to derive specific explanations as to why such a state has been 
observed.  
 Without going into further details by describing more specific models, 
ones that have different functional responses, or take into account the car-
rying capacity of the environment or the satiation of the predators, we can 
organize the equations introduced so far into a structural hierarchy and 
investigate its properties. These ecological models can be given as the fol-
lowing preliminary tree:  
 
 
 
 
 
 
 
 

Fig.5 

 In this graph, the numbered nodes correspond to the equations (1 to 
4.2) and the leaves (F1 to F5) can be assumed to represent specific expla-
nations that can be derived from these models. Here, these specific expla-
nations zero in not on singular facts but instead on the type of facts that 
they cover. As mentioned earlier, by adding more specific parameters we 
can use these models to describe and explain specific ecological facts. Alt-
hough the resulting picture is significantly simplified, it nevertheless illus-
trates that F5 can stand for populations that can be explained by the ex-
ponential growth model (2.); F3 can represent facts related to an equilib-
rium between predator and prey; F4, facts related to population dynamics, 
in the absence of predators but considering limiting environmental factors; 
F2, a situation of prey extinction; and F1, a situation in which the other 
species is also coupled with resources other than the prey. It also shows that 
F1 is a type of population states that yet lack specific descriptions within 
our theory. Importantly the structure also designates that there is a relation 
between equations (4.1.) and (2.), as, in the absence of predators, the equa-
tion (4.1) collapses to the earlier equation of exponential growth (2.). (For 
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further analysis on the relation between exponential growth models and the 
Lotka-Volterra model see Arditi and Ginzburg 2012).  
  We can appreciate that the emerging ecological theory of predator-prey 
dynamics is describable as a balanced tree and that it can be treated as an 
example of a unified explanatory nexus that also presents a complete ex-
planatory structure, at least for the basic states of predator-prey popula-
tions—unlimited growth, ecological balance, double extinction and the ex-
tinction of the predator. As such, this hierarchy of models can serve as  
a good illustration of a theory that satisfies the ideas of optimal organiza-
tion of inferential explanatory patterns in terms of their relations. Conse-
quently, such a structure can be used to also describe the understanding of 
specific population states, as contrasted with other possible scenarios for 
population dynamics. For instance, the discipline of conservation biology 
requires such contrast, since it aims at maintaining and explaining bio-
diversity by defining the conditions under which an ecological system main-
tains balance, as opposed to various extinction scenarios. 

5. Conclusion  

 Understanding of phenomena via an explaining theory requires both the 
right type of epistemic agents and the right kind of theory. As such under-
standing has two complementary dimensions—a subjective and an objective 
one. Whilst under the concept of “grasping” the analysis of the subjective 
dimension has undoubtedly shown that explanations cannot be considered 
in isolation, the analysis of the objective dimension has been mostly preoc-
cupied only with uncovering the internal inferential relations within singu-
lar explanations. Criteria for evaluating the specific structure and organi-
zation of explanatory clusters or nexuses has received much less attention. 
The present study aimed at filling this gap.  
 As we saw the particular features of the explanatory inference and the 
position of the explanations within a theoretic hierarchy of explanations are 
equally important objective criteria for evaluating the resulting explanatory 
understanding. Moreover, the position of particular explanations within 
such structures can potentially amend some of these explanations’ short-
comings as for instance if more general and less informative explanations 
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instantiate more stringent ones. In this short essay, I represented these 
structures as directed graph trees and thus aimed at providing more robust 
criteria for evaluating the degree of understanding that such explanatory 
structures can offer in terms of completeness and balance. 
 The short exposition on ecological modeling serves as further evidence 
that such structural hierarchies are not a purely abstract idea and at least 
some fragments of scientific theories can be represented as such. 
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4E approaches toward representations and the unconstrained use of 
the term “representation” in cognitive science. Hence, here I will try 
to demonstrate that any single argument, if it depends on represen-
tational 4E approaches or nonrepresentational Predictive Process, 
falls short of encompassing this heterogeneity in pertinent debates. 
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1. Introduction 

 While 4E approaches to cognition (i.e., embodied, extended, embedded, 
and enactive; one might also include ‘situated,’ ‘distributed,’ ‘affective,’ ‘in-
teractive,’ ‘extensive,’ etc.) (4E cognition henceforth), which are also gath-
ered under the generic name “second-generation cognitive science” (Lakoff 
and Johnson 1999, 78), have enjoyed their heyday over the last decades, 
another idea has also recently started to excite the cognitive scientist: Pre-
dictive Processing (PP henceforth) as a particularly promising neuro-com-
putational framework purporting to account for a uniform understanding of 
the mechanisms underlying cognition. 
 Whereas practitioners of 4E cognition are rigorously at odds with tradi-
tional cognitivists who recruit internal symbolic representations ubiqui-
tously in their explanations of cognitive phenomena, PP is thought to make 
use of alleged representations nontrivially to use an internal model of the 
external world. For this reason, prima facie, these two theories of cognition 
seem to be incompatible. That is, at least one must be false. Nevertheless, 
philosophers of mind and cognitive scientists have been at pains to prove 
that PP and 4E cognition are compatible (e.g., Clark 2013; 2015a; Kirchhoff 
2018; Gładziejewski 2017; Hohwy 2018). Hence, to establish the compati-
bility of PP and 4E cognition in terms of representations, scholars mostly 
argue either that 4E is representational or that PP is nonrepresentational 
to leave no fundamental difference that might suggest that these theories 
of cognition are, in fact, incompatible.  
 In section 2 of this paper, I first provide a brief and selective overview of 
PP and 4E cognition and expound how the question of their compatibility 
boils down to questions of the ontological nature of representational posits 
deployed by these theories. In section 3, I try to explicate the general schema 
of arguments advanced when arguing for the compatibility of PP and 4E 
cognition in terms of representations. I shall argue that any argument con-
tending that PP and 4E cognition are compatible is doomed to fail when it 
depends on either representational 4E cognition or nonrepresentational PP. 
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This is the case because the term “representation” as employed by the cog-
nitive scientist, the attitudes of 4E cognition proponents toward represen-
tations, and the kinds of representational posits applied in the PP frame-
work are not homogenous. It is thus not possible for a single argument 
concerning the existence of representations used in any of these theories to 
embrace this heterogeneity. It is no longer obscure that the unconstrained 
use of the term representation creates a flexibility to read any theory in 
representational or nonrepresentational terms. This trivializes the represen-
tationalism vs. anti-representationalism debate and renders them “for the 
sake of appearance” (Haselager et al. 2003, 21). This, I shall argue, turns 
out to be more daunting in debates on the relation between 4E cognition 
and PP. In section 4, I analyze the arguments of both Hohwy (2018) and 
Kirchhoff (2018) for the compatibility of PP and 4E cognition and show 
that both arguments employ the flawed argument schema scrutinized in 
section 3. Thereafter, the main task of this section is to illustrate how 
Hohwy and Kirchhoff’s arguments fail to be conclusive in establishing the 
compatibility of PP and 4E cognition. This illustration aims to emphasize 
how significant the seemingly simple criticism voiced in section 3 is and how 
destructive it can be when ignored. 

2. 4E cognition, predictive processing  
and the representation wars 

 Ushering in a whole new era in the philosophy of mind and cognitive 
science, 4E cognition arose as a result of growing discontent with traditional 
cognitivism’s claim that cognition is brain-bound or intracranial and is a 
kind of computation realized by syntactically manipulating symbolic mental 
representations (see Fodor 1975 and Pylyshyn 1984). Lakoff and Johnson’s 
(1980) idea of the metaphoric use of language as not peripheral to cognition 
but as fundamental to how one conceptualizes the world, including time, 
space, feelings, etc., and Varela et al.’s (1991) emphasis on embodied action 
especially initiated this approach. New studies and developments in robotics 
(e.g., Brooks 1991) and dynamical systems (e.g., Thelen and Smith 1994) 
have also accelerated the advent of 4E cognition. While it seems quite futile 
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to attempt to provide a uniform definition encompassing the whole research 
program for 4E cognition as is made evident in section 3, its most distinctive 
characteristics can be given as follows: it prioritizes the idea of the body1 
and environment as constitutive in cognition rather than as just peripheral 
to certain cognitive processes. This means that in favor of an embodied and 
extended approach, 4E cognition undermines the intracranialism (e.g., Ad-
ams and Aizawa 2008) associated with traditional cognitivism, which asserts 
that cognition, as a matter of empirical fact, is brain-bound or intracranial. 
4E cognition also accentuates nonlinear constant dynamical coupling between 
action and perception, and among the brain, body and environment, which 
purports that intelligent behavior is not driven by a certain form of compu-
tation but results from this dynamical coupling. Thus, the body and the en-
vironment not only causally contribute to cognition but also play a constitu-
tive role, and the brain, the body, and the environment are not separated 
from each other, but constitute one continuously interacting system.  
 Since the body and environment have constitutive roles in cognition and 
are in constant dynamical coupling, they are in a position to provide the 
information required for cognition on the fly. 4E cognition thus defends the 
notion that representations that are supposed, according to the cognitivist, 
to carry such information are mostly not needed nor desirable in explaining 
cognitive phenomena. Thereupon, most importantly for the issue at hand, 
4E cognition researchers (e.g., Goldman 2012; Van Gelder 1995; Noë 2004) 
aim to minimize if not altogether to dispense with the elementary role of 
amodal, action-neutral, quasi-linguistic, contentful, and symbolic inner rep-
resentations of cognitivist understandings of the mind. This tendency 
among practitioners of 4E cognition quickly escalated ‘the representation 
wars’ between representationalists and anti-representationalists, and even 
after almost three decades of discussion, these representation wars have not 
yet been settled. 
 In the thick of the war, PP posits that to engage the world around it, 
the brain,2 which uses Bayesian reasoning, continually predicts incoming 

                                                 
1  The term “body” refers to extracranial parts of the body or to the body minus 
the brain in this context.  
2  The words ‘mind,’ ‘brain,’ and ‘agent’ in this discussion appear to be synony-
mous. Their use is a matter of taste. Slightly different connotations relative to their 
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sensory data by means of its top-down hierarchical architecture, which mod-
els hidden nested causal complexities of the external world. The predictions 
generated by these top-down processes are compared to incoming sensory 
data, and error messages are generated when there is a mismatch between 
top-down predictions and the incoming sensory data. Generated error mes-
sages propagate up the hierarchy to adjust the internal model of the envi-
ronment, which in turn helps minimize errors in predictions made at lower 
levels of the hierarchy and hence generates more accurate predictions for 
following iterations. To minimize prediction errors, the internal model of 
nested causal complexities of the environment can be updated and adjusted 
as just explained. The brain’s other strategy in performing prediction error 
minimization (PEM henceforth) involves moving its sensory organs in a cer-
tain way to fit incoming sensory data to the prediction already generated by 
the system’s hierarchical architecture. In so doing, the brain proactively sam-
ples sensory data. This particular mode of PEM is called active inference, 
which emphasizes continuous dynamical coupling between perception and ac-
tion and between the environment and the agent. Thus, “perceiving and act-
ing are but two different ways of doing the same thing” (Hohwy 2013, 76). 
 To appreciate the peculiarities of PEM, one must also place it in the 
context of the Free Energy Principle (FEP henceforth), according to which 
“any self-organizing system that is at equilibrium with its environment must 
minimize its free energy” (Friston 2010, 127). This means that an organism 
strives to maintain homeostasis in the face of continuously changing envi-
ronmental factors. The organism avoids situations that are unexpected or 
surprising (or more technically showing higher levels of surprisal) for its phe-
notype. In rendering the PEM strategy of PP a special version of the FEP, 
top-down predictions are generated in accordance with bodily and environ-
mental states, which are expected not to exhibit higher surprisal relative to 
its phenotype (e.g., being out of water has high surprisal relative to the fish 
phenotype but not to the human phenotype, and accordingly, due to the 
difference between their phenotypes, the fish expects to be in water, whereas 
the human does not.) This suggests that “all aspects of perception and  

                                                 
original fields are ignorable for the issue at hand. Throughout the paper, I respect 
the choices of the authors in question and use them accordingly. 
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cognition then have a foundation in bodily states and movement and pur-
poseful behavior have a foundation in the environment” (Hohwy 2018, 137). 
 The PEM strategy is then what underlies cognition. In pursuing PEM, 
the brain can detect the hidden causes that best explain sensory data im-
pinging upon its sensory organs. Thus, the brain is nothing but a continu-
ously working prediction machine (see also Clark 2013, 2016). 
 Due to the scope of this paper, several aspects of the theories in question 
are intentionally ignored. However, for the present study, this selective 
overview of PP and 4E cognition shall demonstrate that proponents of PP 
have made certain cases to claim that it is compatible with 4E cognition on 
the grounds that both emphasize dynamical coupling among the brain, 
body, and environment and give fundamental roles to the body and envi-
ronment in cognition. “There remains, however, at least one famously vexed 
issue” (Clark 2016, 291): the issue of representation. Nevertheless, due to 
its aforementioned 4E-friendly tenets, Clark (2015a) (see also Madary 2015) 
was expecting PP to bring about peace and to end the representation wars. 
However, it instead opened a new front.  
 Alleged representations of the PP framework have been, and still are, 
central to various discussions, and especially to those regarding the relation 
between PP and 4E cognition. Two different lines of discussion are still 
going on: whether representations are involved in cognition and whether 
representational posits of PP are robust representations. The jury is still 
out on both discussions. For the latter, among the camps are conservative 
and radical versions of PP. While supporters of conservative PP argue that 
what PP construes are robust representations that are employed in a non-
trivial way (see Gładziejewski 2015; Hohwy 2014), radical PP argues for a 
somehow deflated version of representations of PP. Radical PP thus claims 
either that representational posits in PP are not full-blooded or robust rep-
resentations like those embedded in cognitivism (Kirchhoff and Robertson 
2018) or that at least not all representational posits are robust representations 
of cognitivist understanding (Clark 2015b; Orlandi 2014). Generally, dis-
cussion on the relation between PP and 4E cognition has considered the 
above division: conservative and radical PP. Interestingly, however, a great 
many in both camps argue that their version of PP is 4E cognition friendly 
(e.g., Gładziejewski 2017; Clark 2016; Kirchhoff 2018; Hohwy 2018). 
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3. Representational 4E cognition versus  
nonrepresentational PP 

 In arguing for or against the compatibility of PP and 4E cognition in 
terms of representational posits, the typical strategy adopted is as follows. 
First, one demonstrates the tenets achieved by the PP framework, which 
match the characteristics of 4E cognition such as those briefly overviewed 
in section 2. However, this forces her to make one last decision between a 
representational reading or nonrepresentational reading of both theories, 
since while one theory uses explicitly representational terminology, the 
other abstains from such terminology as much as it can. Thus, second, she 
focuses on certain properties (e.g., decoupleability) of the representational 
posits, which are called on to perform 4E cognition-friendly tenets and to 
determine whether such properties qualify them as robust representations 
depending on a specific definition such as Ramsey’s (2007). Through this 
line of reasoning, one discusses the existence and employment of represen-
tations. Thus, the following is the argument schema of this way of arguing:  

 (Non) Representationality Argument: 
1) With its means and strategy, PP is able to realize 4E cognition-

relevant cognitive tenets.  
2) PP is not representational (or 4E cognition is representational) be-

cause representational posits needed to embrace these tenets of 4E 
cognition are (or are not) robust representations according to such a 
definition. 

3) Therefore, PP and 4E cognition are compatible. 

 I shall argue that any (non) representationality argument is inefficient 
because we do not have a uniform idea of representationalism or anti-
representationalism to argue that the second premise is true. The need for 
such uniformity and the problems caused by a lack of it have already been 
repeatedly pointed out in this debate (Haselager et al. 2003; Svensson and 
Ziemke 2005; Ramsey 2007). In what follows, it will be shown that this 
problem is more virulent than once thought for the issue at hand and in 
fact renders all (non) representationality arguments for the compatibility of 
PP and 4E cognition invalid.  
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 The first reason relates to the fact that the ontological nature and rep-
resentational status of posits of the PP framework are still highly contro-
versial even among the most prominent proponents of PP. As to the status 
of representational posits of the PP framework, most involved in this dis-
cussion, whether conservative or radical, accept Ramsey’s “job description 
challenge” as the criterion to be a robust representation.3 This challenge 
aims to constrain the liberal use of this term and to prevent the term from 
being trivialized. (Ramsey 2007) asks philosophers if the internal states they 
wish to call “representations” satisfy this challenge. If they do not, Ramsey 
suggests that they are not representations proper. Although job description 
challenge is a theoretical term, it depends on the daily use of the term 
“representation”: to describe the representational function of representa-
tional posits in a cognitive system (Ramsey 2007). Thus, theories that posit 
representations are under an obligation to genuinely demonstrate the sense 
in which these internal states function as representations or as stand-ins for 
the external state of affairs. In his own words, he asks for “a job description 
that tells us what it is for something to function as a representation in a 
physical system” (Ramsey 2007, 27). He argues that posits of new genera-
tion theories in the sciences of mind (such as Dretske 1988) fail to meet this 
challenge and do not quality as representations, but he does not comment 
on PP’s representational posits.  
 As the first aspect of the problem, proponents of PP who accept Ram-
sey’s definition as the criterion to qualify as a representation conclude dif-
ferent results. On one hand, some (e.g., Gładziejewski 2015; Kiefer and 
Hohwy 2017) argue that according to Ramsey’s definition, the representa-
tional posits of PP satisfy this challenge and serve as structural representa-
tions. Gładziejewski (2015), for example, employs a compare-to-prototype 
strategy also offered by Ramsey as a way to describe the role of internal 
states. Through this strategy, one finds a structure in daily life referred to 
as representation in an uncontroversial way and finds that this structure 
functions in a similar way to the internal states that one wishes to call 
representation. Gładziejewski argues that internal states in PP resemble 
cartographic maps in their job descriptions. Thus, he concludes that such 

                                                 
3  I would like to thank the anonymous referee for pressing me on this point.  
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posits are “(1) structural representations that (2) guide the actions of their 
users, (3) do so in a detachable way and (4) allow their users to detect 
representational errors” (Gładziejewski 2015, 567). On the other hand, some 
believe that representational posits in PP cannot be called representations 
(e.g., Kirchhoff and Robertson 2018, Orlandi 2014). Proponents of radical 
PP draw attention to generative models of the lower-level domains (e.g., 
perception) and claim that such architectures are, as it were, model-free 
and incapable of, say, detaching from what they stand for. One reason for 
this disagreement relates to the fact that radical and conservative PP fo-
cuses on different parts of the system, which will be clearer in the next 
section. As the second aspect, for this reason, some (e.g., Dolega 2017) argue 
that Ramsey’s challenge is inadequate for PP that makes use various gen-
erative models with a multilayered architecture. With this challenge, Ram-
sey seems to tie representations to their functions. In his treatment, among 
the many other properties, the function of internal states emerges as the 
decisive property. Such complex structures and components of PP allow for 
different functional readings as seen. Consequently, Dolega rejects Ramsey’s 
criterion because it is not a suitable challenge for PP’s complex and multi-
layered architecture, arguing that the status of such posits should be dis-
cussed while considering the content rather than representational functions.  
 Thus, this discussion of job description challenge reveals that, let alone 
discussions of whether PP is representational, there is no consensus on some 
prior points: (1) which properties of representational posits should be cen-
tral to the evaluation of generative models of PP, (2) whether the job de-
scription challenge is suitable for PP’s generative model, and (3) which 
parts of the system should be considered when evaluating PP. While noth-
ing is for sure, the fact is that these representational posits of the PP frame-
work are not the same as those of the cognitivist tradition. There are still 
broad disagreements about which definition is to be applied to the  
representational posits of PP and whether they are robust representations 
according to any given definition. 
 In addition to ambiguities as to how to evaluate the generative model, 
there is more than one type of posit of PP that might be considered a robust 
representation. As Gładziejewski (2017) rightly appreciates, in PP there are 
at least four more types of posits that might also earn the status of robust 
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representation: the generative model, sensory signals, prediction error sig-
nals, and precision estimators. Orlandi (2014) argues that other posits such 
as prediction signals, and error signals do not satisfy Ramsey’s job descrip-
tion challenge. In debates on representational posits of PP, theorists gener-
ally only mention the generative model while ignoring the other posits, 
which also deserve closer scrutiny and might be decisive in this debate.  
 The most significant issue anyone discussing the compatibility of 4E 
cognition and PP in terms of representations must keep in mind is that the 
term ‘representation as rejected by the proponents of 4E cognition’ is not 
a homogenous term. It comes with two aspects. As the first aspect, 4E 
cognition theorists argue against representations on the basis of different 
definitions and take distinct attitudes toward them. As the second aspect, 
proponents of 4E cognition raise various challenges against representations.4 
For instance, Chemero (2009) argues against representations on the basis 
of Millikan-style representations (Millikan 1984; 1993), which he thinks 
carry the general characteristics of traditionally employed robust represen-
tations. He argues that action-oriented (Clark 1997), pushmi-pullyu (Milli-
kan 1995), indexical-functional (Agre and Chapman 1987) and emulator 
representations (Grush 1997; 2004) are robust representations. In contrast, 
Gallagher (2008; 2017) renounces the representational status of these rep-
resentations on the basis of Rowlands’ definition (Rowlands 2006), which 
interestingly echoes Millikan-style representations. Surprisingly, Thompson, 
coauthor of The Embodied Mind (Varela et al. 1991), which is regarded the 
urtext of 4E cognition, expressed his sympathy for the emulator account of 
mental imaginary in (Foglia and Grush 2011), which makes use of emulator 
representations (Grush 1997; 2004). He wrote that “[I] see it as a friendly 
supplement to my remarks about sensorimotor processes in mental imagery 
(Thompson 2011, 194)” while granting its status as a form of representation. 
Thus, these three thoroughgoing proponents of 4E cognition have com-
pletely disparate attitudes toward a certain sort of representational posit.  
 For the second aspect, Varela et al. (1991) argue against the traditional 
cognitive function of the mind. They suggest that the function of cognition 
                                                 
4  I by no means aim to be exhaustive in revealing the diversity of versions of 4E 
cognition. It suffices for the present purposes to show how many different versions 
there could be.  
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is to engage the world and not to think or build an action-neutral duplicate 
of the world. Accordingly, they are against the traditional function of rep-
resentations of creating an action-neutral internal model of the external 
world. Barsalou (1999; 2008) points out what is called “the symbol ground-
ing problem” and rejects the amodality of representations of traditional 
cognitivist understanding. Goldman (2012) proposes a somehow weakened 
version of embodied cognition and accepts what he has dubbed “bodily for-
matted representation,” whose content is information about bodily states 
collected by means of interoception, and for him, this is how the body earns 
its constitutive role in cognition. Hutto and Myin (2013; 2018) raise the 
content determination problem (or what they call “the hard problem of 
content”), which refers to the impossibility of physical states (in this case, 
representations) happening to bear any content whatsoever. Thus, what 
they reject is to employ any content-bearing representational posit. 
 Hence, any work not speaking to the concerns mentioned above is 
doomed to be inconclusive, as neither “representation” nor anti-representa-
tionalism is homogenous. Thence, to what extent representational posits of 
PP satisfy the various criticisms raised by proponents of 4E cognition 
should be central to discussions of the compatibility of PP and 4E cognition. 
Any (non) representationality argument falls short of revealing this relation. 
Whenever one accepts a definition to argue for the (non) existence of rep-
resentation in PP or 4E cognition, there will always be some equally con-
sistent counter definitions that might be employed against him. Whenever 
one argues for or against the compatibility of PP and 4E cognition on the 
basis of the (non) existence of representations in either PP or 4E cognition, 
one will be arguing against or for only a specific version of 4E cognition or 
anti-representationalism. 
 It has been already argued that “[w]ithout a properly constrained no-
tion of representation, the debate between representationalists and anti-
representationalists is bound to remain a debate for the sake of appearance” 
(Haselager et al. 2003, 21) because the liberal and unconstrained use of 
representation as a term in both camps makes any debate between them 
futile. In this section, I hope to have shown that in the case of representation 
wars between PP and 4E cognition, the problem is deeper and more funda-
mental than in any representationalism vs. anti-representationalism debate.  
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 In what follows, I aim to illustrate how destructive this criticism is by 
analyzing arguments for the compatibility of PP and 4E cognition provided 
in (Hohwy 2018) and (Kirchhoff 2018). 

4. An analysis of Hohwy and Kirchhoff’s arguments 

 The Oxford Handbook of 4E Cognition (Newen et al. eds. 2018) contains 
two seminal articles arguing that PP and 4E cognition are indeed compat-
ible. In chapter 7 of this book, Hohwy (2018) spells out how PP, about 
which he has been theorizing (e.g., Hohwy 2013; 2014; 2017), is congenial 
to 4E cognition “only because 4E cognition, rightly understood, is nothing 
but representation and inference” (Hohwy 2018, 130). In chapter 12, Kirch-
hoff (2018) contends that PP is compatible with the nonrepresentational 
thesis of 4E cognition.5 Thus, both argue that PP and 4E cognition are 
congenial, but for different reasons. One suggests that 4E cognition is 
representational while the other proposes that PP is not representational. 
I shall argue here that both fail to be conclusive. In (Hohwy 2018) and (Kirch-
hoff 2018), the term “representation” is used ambiguously, and they do not 
explain what they mean by this vague term. Each focuses on a specific part 
of the hierarchical architecture of PP and on a particular set of properties of 
such posits and decisively arrives at a final verdict: that PP is nonrepresen-
tational or that 4E cognition is representational. That is, both present in-
stances of (non) representationality arguments explicated in section 3.  
 Let us first contemplate the argument made in (Hohwy 2018). The ar-
gument schema presented is as follows: 

1) PP is necessarily representational. 
2) 4E cognition, correctly understood, is representational because PP, 

given its representational nature, can “encompass phenomena high-
lighted in debates on 4E cognition” (Hohwy 2018, 130). 

                                                 
5  Kirchhoff (2018) additionally argues that the PP framework is compatible with 
the constitutive, cognitive-affective inseparability, and metaplasticity theses of what 
he thinks 4E cognition is, and Hohwy (2018) also argues for the inferentiality of 4E 
cognition. In this section, considering the scope of the present study, I shall only 
focus on their representationality arguments.  
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3) Therefore, 4E cognition and PP are compatible.  

 To argue for the first premise, he demonstrates how representations are, 
as it were, sine qua nons for the brain’s PEM strategy. He does not explic-
itly specify any cognitive domain or any parts of the hierarchical architec-
ture and appears to deal with the whole multilayered structure. Represen-
tational posits of PP play the functional role of mirroring nested causal 
complexities of the external world. The better the external world is repre-
sented, the more accurate predictions generated by the model will be, mak-
ing such representations essential for PP. For the second premise, he points 
out that due to the FEP (see Friston 2010; Friston and Stephan 2007), the 
surprise is relative to the model formed directly by the organism’s pheno-
type. This endows bodily states and the environment with central roles in 
cognition. The content is then organism-salient, and the body and natural 
environment of the organism are not trivial but play fundamental roles. The 
content of those posits speaks to the tenets of 4E cognition. Thus, since he 
takes representations for granted from the first premise, he declares that 4E 
cognition is representational depending on the FEP, which renders PP com-
patible with essential tenets of 4E cognition. He takes the representational 
function of the generative model and draws a conclusion about representa-
tional content congenial to 4E cognition.  
 The first concern as to the validity of his argument stems from what 
Hohwy means by the term “representation,” which he argues is necessary 
for PP. Hohwy mentions two hallmarks of representations: action-guidance 
and detachability (Hohwy 2018, 135). He derives the functional property of 
action-guidance from active inference, but he does not elaborate more on in 
what sense those representational posits are ‘detached’ or even on what it 
means for a posit to be ‘detached.’6 It is highly controversial whether these 
two properties turn any posits into representations. When arguing that PP 
is representational, Gładziejewski (2015, 12) claims that ‘acting-guiding’ 
                                                 
6  This point is more crucial than it seems because in the literature one can find 
various understandings of “detachment” and “decoupleability,” which might be  
decisive in understanding what kinds of representations Hohwy refers to. For the 
present study, it is enough to raise this question and not to go into detail to avoid 
further discussion. See Rowlands (2012) and Gallagher (2017, 88-103) for more 
discussion on the significance of these terms in the representation wars. 
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and ‘detachability’ are not jointly sufficient to be counted as representation. 
He seems to refer to a pretheoretic understanding of internal representations 
(i.e., mirroring nature) and does not go into theoretical details to prove that 
these are robust representations according to any given definition.  
 Next, even if one assumes that his premises are correct, one must raise 
the question of which of the 4E notions Hohwy’s framework is compatible 
with. Hohwy acknowledges that he refers to “somehow deflated 4E notions” 
(Hohwy 2018, 130). However, details of these “somehow deflated 4E no-
tions” remained obscure. In a paper of this scope, it is not feasible to at-
tempt to review all versions of 4E cognition and to find the ones Hohwy 
refers to. Nevertheless, certain examples can be analyzed to illustrate the 
possible positions Hohwy might not have taken. Then, first, it is clear that 
for Hohwy these posits are content-bearing states because he already argued 
that the content of a posit is organism-salient. Thus, his proposal does not 
carry any kinship to Hutto and Myin (2013) because for them, a great many 
number of cognitive phenomena are contentless. His account also stands in 
strong opposition to those for whom just a covariance relation7 must suffice 
for at least some cognitive tasks (especially lower-level ones) such as Gal-
lagher (2017), Chemero, (2009), Noë (2004), and Van Gelder (1995). 
Though action-guiding, Hohwy’s posits have the function of building a rich 
and fragile representation of the external world, which, without further ado, 
situates him against a variety of enactivists such as Varela et al. (1991). 
 It is somehow painless to point out whose representational posits are 
not compatible with Hohwy’s. However, if his argument is not that PP is 
compatible with what I call 4E cognition, what he refers to by “somehow 
deflated 4E cognition” must be found in the literature. This seems, however, 
slightly more challenging. He names in the article in question some 4E cog-
nition proponents such as Varela (1991), Gallagher (2005), and Thompson 
(2007) with whom his framework might “have contact” and others such as 

                                                 
7  Note that while the main tendency among contenders of debates on representa-
tions is to think that a covariance relation is not enough to provide natural content 
for representational posits, some can still argue that it is. Thus, to avoid further 
complications and discussions resulting from these different understandings of phi-
losophers, I refer to those who use the term “contentless” and to those who prefer 
to use the term “just covariance” separately. 
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Van Gelder (1995) to whom his theory “speaks.”8 Above I have already 
shown that his representational posits are incompatible with those in these 
accounts. Possible candidates would be among those 4E notions deploying 
representational terminology explicitly such as Clark (2008), Wheeler 
(2005), Goldman (2012), Goldman and de Vignemont (2009), Bickhard 
(2000), Barsalou (1999), Mandik (2005), Prinz (2009), and Hutchins (1995). 
However, one must be careful in claiming that (Hohwy 2018)’s account is 
compatible with these accounts based on the fact that both use explicit 
representational terminology because, for example, Wheeler (2005; 2008) 
does away with decoupleability as a criterion for minimal representation. If 
Hohwy’s ‘detachment’ means ‘decoupleability’ in the sense that a represen-
tational posit can also perform its function of guiding intelligent behavior 
(or action-guiding as stated in (Hohwy 2018)) even when the represented 
extracranial target is absent, then this jeopardizes their compatibility at 
least for some lower level cognitive phenomena. That is, Wheeler can ex-
plain certain cognitive phenomena with posits that are not decoupleable 
with their target, but Hohwy (2018) cannot. Furthermore, since it is clear 
that Hohwy’s posits carry extracranial bodily content, this might be com-
patible with Mandik (2005), but whether these posits have the bodily for-
mat (not only content)9 required by Goldman (2012), Goldman and de 
Vignemont (2009), Barsalou (1999), etc. is not palpable in (Hohwy 2018).10 

                                                 
8  He also mentions (Clark 1997) and (Aydede and Robbins eds. 2009). However, 
the central arguments in these works concern intracranialism, not representationa-
lism. Since the present study is exclusive to the representationality discussion, both 
works are intentionally excluded. 
9  For a detailed discussion of and substantial criticism concerning “bodily content” 
and “bodily format,” see Hutto (2013) and Goldman and de Vignemont (2009), and 
for a more general discussion of bodily representations and their controversial status 
in the 4E tradition, see Alsmith and de Vignemont (2012). 
10  However, while in (Hohwy 2018) it is hardly possible to understand whether 
these representational posits are of bodily formats, other texts on PP in the literature 
reveal that such posits can have not only bodily content but also bodily formats. 
For example, Gładziejewski wrote that “generative models […] could bring about 
patterns of neural activity that resemble those that accompany perception and ac-
tion” (2017, 106) when performing certain detached cognitive tasks such as imagi-
ning, counterfactual reasoning, dreaming, etc. 
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We are thus only left with a limited number of weakened versions of 4E 
cognition. If he bites the bullet and reduces his claim to cover only some 
highly deflated versions of 4E cognition or maybe even only the version of 
4E cognition described in (Hohwy 2018), then he faces the risk of trivializing 
his position in this debate, because what is the point of claiming that ver-
sions of 4E cognition that accept representations are representational? He 
might also be trivializing 4E cognition in general, because I see no reason 
why an embodied cognitive scientist would accept those overtly representa-
tional accounts qua accounts of 4E cognition.11  
 Please note, however, that the point of the argument is to demonstrate 
how insufficient arguments for the compatibility of (conservative) PP and 
4E cognition are if they depend on representational 4E cognition and not 
that Hohwy’s framework is only compatible with certain deflated notions of 
4E cognition. This is already rightly stated by Schlicht in his critical note 
to (Hohwy 2018): “PEM can only be compatible with the moderate 4E 
approaches” (Schlicht 2018, 219). 
 Let us now turn to Kirchhoff’s argument that PP is compatible with 4E 
cognition because PP can embrace the nonrepresentational thesis of 4E cog-
nition. The nonrepresentational thesis claims that “[t]he sensorimotor pro-
file of organisms is sufficient for at least some kinds of cognitive activities, 
thus replacing the need for organisms to construct complex internal mental 
representations of the outside environment” (Kirchhoff 2018, 244). As the 
saying goes, one man’s modus ponens is another’s modus tollens. Kirchhoff’s 
argument touches on the same point as Hohwy’s but from a different per-
spective. His first premise points out active inference and the FEM context, 
which emphasizes the continuous coupling of the body, environment, and 
agent in the PP framework. This idea is a familiar one since this dynamical 
coupling represents one of the initial ideas of 4E cognition and is supported 
by almost any defender of 4E cognition (see, e.g., Chemero 2009; Gallagher 

                                                 
11  Some of the theories’ positions in the 4E cognition tradition are highly contro-
versial because they explicitly make use of robust representations in their explana-
tions. For instance, Walter renders many of such accounts such as Goldman (2012) 
as “not embodied at all” (Walter 2014, 246) while Alsmith and de Vignemont con-
sider them “weakly embodied” (2012, 3). 
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2017). By virtue of active inference, for Kirchhoff, the body and environ-
ment become not only coupled but also one interacting system. Thus, the 
cognitive function of the mind endowed with PP is not to think, but rather 
to act and engage with the world. With this initial support from active 
inference, he derives another form of support from surprises relative to a 
model, which leads him to the same conclusion as Friston that “an agent 
does not have a model of its world— it is a model” (Friston 2013, 213, 
emphasis in original). This reading of a model is more inclusive, loose, and 
pretheoretic; it does not imply strict separation. These peculiarities of PP 
are compatible with 4E cognition. 
 His second premise is directed against the argument that to perform 
PEM, which is also used to minimize nested causal complexity, there must 
be representations due to self-evidencing.12 Hohwy (2014; 2017) thinks that 
this leads to the idea of a brain that is secluded from its environment and 
extracranial body. Kirchhoff admits that there is self-evidencing here too, 
but synergy, according to (Kirchhoff 2018), provides this connection with-
out appealing to representations. He offers the idea of ‘synergy’ (see Kelso 
1995; 2009), thanks to which in a nontrivial way, “organisms can minimize 
complexity” (Kirchhoff 2018, 250). ‘Synergy,’ he proposes, is “shortly-lived 
assembly” (Kirchhoff 2018, 250, emphasis added). Synergies are “not as 
static representational as motor programs” (Riley et al. 2012, 23). Assuming 

                                                 
12  Hohwy (2014; 2017) notices that in the PP framework, when one has a hypothesis 
that explains some of its evidence, it also provides evidence for itself. In his own 
words: 

The internal model that generates hypotheses that over time makes the evidence 
most likely, and does so most precisely and simply, will have its own evidence 
maximized. That is, as a model generates hypotheses that explain away occurring 
surprising evidence (i.e., minimize prediction error) it maximizes the evidence 
for itself. Prediction error minimization thus constitutes self-evidencing. This is 
then the doctrine of the self-evidencing brain (Hohwy 2014, 6). 

To Hohwy, “this enforces an evidentiary boundary between it and the external cau-
ses of sensory input harbored in the environment and in the rest of the body” (Hohwy 
2014, 1). This leads to a strict separation between the brain and its environment 
including the extracranial body, which contradicts the underlying claims of 4E cogni-
tion. Thus, self-evidencing in the PP framework creates the need for representations 
to bridge the gap between these elements. 
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that this is true, there is no gap between the world, the body, and the agent, 
which obviates the need for representations to bridge the gap between them. 
Thus, we need not have representations for the PP hypothesis to be true, 
and PP is perfectly compatible with 4E cognition. In arguing this, what he 
has in mind is obviously low-level models. Low-level models are thought to 
be responsible for short term, on-the-fly, and almost reflexive activities. 
Even the passage he quotes from Clark reveals this fact: “‘… model’ means 
in low-level free energy minimization accounts…” (Clark 2016, 14, emphasis 
added).  
 In considering these points, he argues against the functional property 
“decoupleability” of those posits. The representational posits of PP (as I 
argue, only the ones of low-level models in PP) are not decoupleable since 
they are in a causal coupling with external states of affairs. These represen-
tational posits do not bear any content and function as a merely causal 
mediator “because internal and external states cause one another in a cir-
cular and reciprocal fashion” (Kirchhoff 2018, 251). “They do not seem to 
imply the presence of inner model or content-bearing states” (Clark 2016, 
14). Kirchhoff’s position could point to another interesting conclusion. He 
seems to understand representations in a more theoretical sense because he 
does not directly reject the existence of representational posits. He sets out 
to illustrate how they are causally coupled with external states, and “de-
coupleability” seems to be his criterion for a representation,13 but this is not 
explicitly stated in (Kirchhoff 2018).  
 Another point undermining Kirchhoff’s nonrepresentationality argu-
ment relates to the fact that while for Hohwy’s argument, pointing out a 
single representation proves that cognition involves representations, for 
Kirchhoff, it does not. He must have shown that not only the generative 
model but also all other posits of PP are not representations. However, he 
only discusses the generative model while remaining silent about the other 
posits listed above, which may be representations. To him, if any of these 
posits happens to be decoupleable, this invalidates his argument. 
 Finally, we can ask which version of 4E cognition he refers to. If he 
argues that certain cognitive phenomena are nonrepresentational and thus 
                                                 
13  Remember, for instance, that Wheeler (2005; 2008) contends that minimal repre-
sentations do not need to exhibit ‘decoupleability.’ 
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contentless, then he loses sight of a myriad of nonradical versions of 4E 
cognition. Indeed, only some extremely radical versions of enactivism and 
embodiment deploy contentless posits such as Hutto and Myin’s (2013). 
Kirchhoff’s nonrepresentationality thesis claims that “at least some kinds 
of cognitive activities” (2018, 244, emphasis added) are nonrepresentational 
and thus contentless. However, proponents of radical 4E cognition make use 
of contentless posits in explaining cognitive phenomena of various levels. 
Thus, unless Kirchhoff specifies what “at least some kinds of cognitive ac-
tivities” are and to what extent he can explain cognitive phenomena with 
contentless PP architecture, it also appears impossible to determine exactly 
which versions of 4E cognition Kirchhoff refers to. 
 In sum, Hohwy’s posits have the representational function of mirroring 
nature, and their content is organism-salient. Since he takes representations 
from this representational function, he does not seem to bother contemplat-
ing whether they are content-bearing states or not. Starting from the cog-
nitive function of a mind employing PP, Kirchhoff derives the nondecou-
pleability of representational posits: they are causal mediators. His second 
argument relates to the so-called content of these posits. For Kirchhoff, 
surprise being relative to a given model means that an organism does not 
harbor a model of the environment, but becomes the model of its environ-
ment. Accordingly, such posits do not bear any content. Moreover, while 
Kirchhoff seems to only discuss low-level models, Hohwy deals with the 
whole hierarchical architecture performing PEM. Finally, in both articles, 
it is not palpable which versions of 4E cognition are being considered. Pos-
sible candidates for Hohwy’s account might only be searched among certain 
deflated versions, and Kirchhoff’s account can be compatible to radical ver-
sions of 4E cognition. 

5. Conclusion 

 In section 2, a selective and brief overview of PP and 4E cognition is 
provided, and how the question of their relation is tied to the features of 
representational posits they deploy is demonstrated. In section 3, the gen-
eral schema of the (non) representationality argument mostly appealed to 
in arguing for the compatibility of PP and 4E cognition is given, and it is 
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shown why any instance of such an argument falls short of proving that PP 
and 4E cognition are compatible. In the last section, Hohwy and Kirchhoff’s 
arguments are analyzed in detail to illustrate how the criticism raised here 
is a significant one and the consequences of ignoring it. 
 The argument presented here is a good one only insofar as it can show 
that if it depends on either nonrepresentational PP or representational 4E 
cognition, any argument for the compatibility of PP and 4E cognition can 
become much more complicated than treated so far in the literature of cog-
nitive science and philosophy of mind. If it is a good one, its significance 
does not lie in detecting exactly which version of 4E cognition or which 
kinds of representational posits the authors in question refer to, but in gen-
uinely demonstrating why such arguments are always insufficient in what 
they argue for. 
 It is definite that the representational posits of PP are radically different 
from the older ones in various respects and that the anti-representational-
ism of 4E cognition is not homogenous. Given this, arguments for nonrep-
resentational PP or representational 4E cognition fail to appreciate diver-
sity and heterogeneity in this pertinent debate. Rather, an ontological anal-
ysis of these representational posits and of their capacities to satisfy skep-
ticisms of 4E cognition should be central if one aims to argue for the com-
patibility of 4E cognition and PP.  
 To conclude, neither of the theories have a uniform understanding of 
the debate. When arguing against representations, proponents of 4E cogni-
tion have different and distinct ideas of representations in mind. When 
evaluating PP, its proponents refer to various parts of the whole multi-
layered structure. This variety hinders the validity of any argument for the 
compatibility of these theories if they propose instances of the (non) repre-
sentationality debate sketched in section 3. Hence, without depending on 
any definition of representation, one must refer to similarities and dissim-
ilarities in the properties of these posits in both theories. With this paper 
I hope to have shown that the growing tendency in the literature to argue 
about the existence of representations in these theories to establish their 
compatibility should be abandoned because it seems quite impossible to 
resolve the complexities of representationalism debates on PP and 4E cog-
nition in a single argument. For this reason, this paper contends that such 
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arguments will always be partial and fail to be conclusive. Instead, an 
effort to reveal the representational properties of the posits of each par-
ticular theory and to compare these properties shall better serve this de-
bate.  
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Abstract: In passing remarks, some commentators have noted that 
for Nagel, physicalism is true. It has even been argued that Nagel 
seeks to find the best path to follow to achieve future physicalism. 
I advance these observations by adding that for Nagel, we should 
discuss the consciousness problem not in terms of physical and men-
tal issues but in terms of our desire to include consciousness in an 
objective/scientific account, and we can achieve this only by revising 
our self-conception, i.e., folk psychology, to develop a more detached 
view of experience. Through the project of objective phenomenology, 
Nagel aims to achieve some sort of objective, detached, and scientific 
explanation of the subjective nature of experience. This project seeks 
to make the truth of physicalism intelligible and consciousness more 
amenable to scientific study, potentially raising an even broader con-
cept than the one physicalism originally proposes.  
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1. Introduction  

“[P]hysicalism … repels me although I am persuaded  
of its truth.” (Nagel 1965, 356) 

 Thomas Nagel has been claimed (i) to argue against physicalism (e.g., 
Thomas 2009; Sundström 2002), (ii) to have changed his position from 
physicalism to nonphysicalism and later to anti-physicalism from 1965 to 
1998 (e.g., Nagasawa 2003, 377; cf. Foss 1993, 726) or from 1986 to 2012 
(Seager 2014, 10, n12), and (iii) to deny the possibility of giving an objective 
account of consciousness (e.g., Dennett 1991, 71; Bond 2005, 129–30; 
McHenry and Shields 2016, 497).1 Some commentators have noted that 
Nagel does not in fact claim that physicalism is false (D’Oro 2007, 170). 
For example, Seager asserts that  

Nagel is officially agnostic about the truth of physicalism, or even 
leans towards accepting it, but takes it for granted that absent a 
plausible route towards establishing reductive epistemological de-
pendence, arguments in favour of a physicalist solution to the 
mind-body problem are just ‘sidestepping it’. (Seager 2014, 10) 

 In an associated note (n12) on the same page, he adds that “At least, 
that was true at the time Nagel wrote the famous bat paper and in Nagel 
(1986); he seems to have definitively rejected physicalism in his latest work, 
Nagel (2012).” As he says, it is also possible to think of Nagel as leaning 
toward accepting physicalism. 
 On rare occasions, it has been acknowledged that he tends to believe 
that physicalism is true but is still suspicious of its sufficiency. Tim Crane 
observed that “Nagel’s view was that physicalism is true, but that we can-
not fully understand it” (2007, 23). More importantly, Stubenberg argues 
that Nagel wants to clear the path for a future physicalism (see his 1998). 
I further their observation by adding that for Nagel we should discuss the 
consciousness problem not in physical and mental terms but from our desire 
to include consciousness in an objective/scientific account and that we can 
achieve this only by revising our self-conception, i.e., folk psychology, to 
develop a more detached view of experience. 
                                                 
1  See section 3 for many other references.  
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 Through the project of objective phenomenology, Nagel aims to achieve 
some sort of objective, detached, and scientific explanation of the subjective 
aspect of experience (1986, chaps. 1–2, see also 1974, 449). The project 
intends to make the truth of physicalism intelligible and consciousness more 
amenable to scientific study.  
 This article places Thomas Nagel’s ideas regarding physicalism in the 
context of his proposal for objective phenomenology. In fact, a detailed dis-
cussion of the objective phenomenology project provides the basis for 
Nagel’s lesser known critique of folk psychology. Unfortunately, a large ma-
jority of the literature on the philosophy of mind focused on Nagel is silent 
with respect to his austere criticisms of the deficiencies of our self-concep-
tion.2 Once we understand this triangular relationship, it is much easier to 
understand that embracing physicalism is quite compatible with Nagel’s 
general framework. Though Nagel has said that “consciousness is what 
makes the mind–body problem really intractable” (1974, 435), the objective 
phenomenology project is meant to make it tractable within a physicalist 
framework. It is true that consciousness is obstinate to an objective charac-
terization, but it is not impossible to remove its resistance if we sufficiently 
revise our current framework of folk psychology (Nagel 1993, 2002). Let me 
start by providing initial definitions for consciousness and folk psychology 
before discussing the relationships between them.  
 Whatever else consciousness is, it is typically presented as something 
unitary, accessible to the privileged first-person view, intentional, and qual-
itative. Folk psychology is, roughly, the framework underlying generaliza-
tions made by lay people to understand and predict the behaviors of other 
people and their own behaviors. It also reflects the familiar conception of 
mind that ordinary people endorse, and this conception infiltrates the usual 
language of philosophers of mind when they talk about consciousness. 
Through this envisaged revision in folk psychology, physicalism’s seeming 
wanting disappears, as our standards to judge the soundness of any  
physicalist theory will change. Thus, physicalism lives up to our expecta-
tions. The naïve preconception of the mind and body is restructured. The 
                                                 
2  Nagel uses the terms “folk psychology,” “our self-conception,” “standard menta-
listic idioms,” and “traditional conception of mind” interchangeably. This is not 
a problem of content, but it might be confusing for readers. 
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ossified conception of the mind fails to adapt to new knowledge that we 
have gained about the deficiencies of our self-conception and is likely to be 
significantly updated and may die out (see Nagel 1998). We shall discuss 
these points in the following sections. 

2. Nagel embraces physicalism 

“I am inclined to believe that some weak physicalist theory  
of the third type is true ...” (1965, p. 340) 

 Physicalism is one of the most protean terms developed in recent phi-
losophy. There are thousands of philosophers who are physicalist from one 
point of view, but anti-physicalist from another. For some, physicalism sug-
gests that phenomenal consciousness is an illusion. More accurately, “if 
physicalism is true, phenomenal consciousness must be an illusion” 
(Tartaglia 2016, 236). For others, we can and should be realists about our 
experiences but also physicalists of some sort. For instance, Nagel describes 
Galen Strawson as a materialist of an anti-reductionist type and a realist 
about experience: 

However, Strawson is a materialist and does not think that your 
self could exist apart from your central nervous system. He holds 
that your experiences are events in your brain, and that if there 
is a self which is their subject it too must be in the brain. But he 
is a materialist of an unusual kind: a realist about experience and 
an anti-reductionist. (Nagel 2009) 

 Strawson is a realist about experience and an anti-reductionist on the 
mind–body problem as Nagel is. Despite this, Nagel says that Strawson is 
an unusual kind of materialist. According to this line of reasoning, Nagel 
should call himself a physicalist. This is not unexpected, since contrary to 
what so many philosophers believe, Thomas Nagel tends to believe that a 
weaker form of physicalism is true (1965, 340 and 356). Strong physicalism 
represents a type identity theory for him. The right alternative is some sort 
of token physicalism. This reflects a strong version of token materialism 
and is occasionally referred to as neutral monism or dual-aspect theory (or 
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even pansychism once upon a time) by him (2012, 4–5; cf. Pernu 2017, 6).3 
For him, the mental is strictly dependent on the physical: 

The mind-brain case seems a natural candidate for such treat-
ment because what happens in consciousness is pretty clearly su-
pervenient on what happens physically in the brain. In the pre-
sent state of our conceptions of consciousness and neurophysiol-
ogy, this strict dependence is a brute fact and completely myste-
rious. (Nagel 2002, 207) 

 Nagel says that “Materialism is the currently dominant form of reduc-
tionism, and it reduces the mental to the physical via the reduction of the 
mental to the biological” (Nagel et al. 2016, 394). When he uses the word 
materialism as shorthand for “reductive physicalism” or for specific forms 
of “naturalism,” he rejects it. He dismisses them on the grounds that they 
leave something important about consciousness unexplained. He sometimes 
claims that mentalistic concepts are indispensable (see, e.g., 2016, 400) and 
at other times seriously entertains the idea that all of our mentalistic con-
cepts with all the principles of our self-conception will not survive the next 
century intact (1998).  
 This bring us to a difficult question: is physicalism true for Nagel or 
not? He sometimes argues that mentalistic language is indispensable but at 
other times contends that physicalism must be true. Some philosophers see 
an equivocation between the two notions of physicalism illustrated in 
Nagel’s publications, as Torin Alter notes (but mistakenly rejects): 

There are other ways to interpret Nagel’s view in WLBB [1974] 
about the status of physicalism. For example, one possibility is that 
he equivocates on “physicalism”: in some places he uses the term 
to refer to certain reductionist theories that he outright rejects, and 
in others he uses it to refer to physicalist theories that he believes 
are compatible with S and possibly true.4 (Alter 2002, 155, n11) 

                                                 
3  McGinn noted that “Something close to anomalous monism is tentatively en-
dorsed by Thomas Nagel in ‘Physicalism’” (1980, 202, n3).  
4  S denotes the general principle that “Experiences are subjective: understanding 
their true nature requires having or imaginatively adopting the viewpoint of the 
experiencing creature” (2002, 147). 
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 By blurring the distinctions between materialism as such, reductive 
physicalism, and naturalism, Nagel causes considerable confusion for his 
readers. We must first remedy this confusion. We will start with physical-
ism, continue with objectivity, and end with folk psychology. My argument, 
as a first approximation, can be summarized as follows. Due to conspicuous 
deficiencies of folk psychology, i.e., our self-conception, it is difficult for us 
to imagine that mental states are physical states and that physicalism is 
true. The objective phenomenology project offers the capacity to make this 
truth intelligible.  
 Nagel tries to teach us to think of physicalism problem in terms of the 
objective–subjective relationship. This relationship is not a polarized one 
but shows gradation. Moreover, the two sides of the relation are parts of a 
continuum (see section 3). We have evidence that physicalism is true, but 
we do not know how and why it is true: “… I think we also have some reason 
to believe that sensations are physical processes, without being in a position 
to understand how” (1974, 448). We do not fully know its nature. What he 
argues against are certain sorts of physicalism as follows: scientistic, reduc-
tionist, and functionalist ones (Nagel 2002). He levels charge against these 
versions of physicalism; an approach based upon common sense, assuming 
the possibility of logical reductionism, granting the correctness of our self-
conception, rather than explaining subjective aspects of experience ignoring 
it (Nagel 1965, 1970).  
 The point for Nagel, as stated above, is not physicalism as such but the 
objectivity problem: 

We cannot genuinely understand the hypothesis that their nature 
is captured in a physical description unless we understand the 
more fundamental idea that they have an objective nature (or 
that objective processes can have a subjective nature). (1974, 
448) (Italics original) 

 In the debate over consciousness, Nagel should be regarded as a nonsub-
jectivist: “My aim is to clarify and explore this question and to try, for 
certain domains of thought, to defend what I shall call a rationalist answer 
against what I shall call a subjectivist one” (1997, 3). Nagel stipulates that 
if something is physical, then it must be objective (1974, 449, fn 15). In 
addition, he, in his 1965 article entitled “Physicalism,” explicitly states that 
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a weaker form of physicalism is likely to be true. However, it would be 
better, he argues in “What is It Like to Be a Bat?” (1974) and “Conceiving 
the Impossible and the Mind-Body Problem” (1998), to conceptually revise 
our mentalistic ideas. Hence, we should see him as a revisionary materialist 
(cf. Allen-Hermanson 2015, 59–63; cf. Bickle 1992, 1998, chap. 6; cf. 
Sundström 2018).  
 Let us proceed to see what the problem is with folk psychology. Below 
is Nagel’s surprisingly harsh criticism of it based on the fact that our men-
talistic ideas have naturally evolved through nonscientific functions. He 
then goes on saying that: 

Our dealings with and declarations to one another require a spe-
cialized vocabulary, and although it serves us moderately well in 
ordinary life, its narrowness and inadequacy as a psychological 
theory become evident when we attempt to apply it in the for-
mulation of general descriptions of human behavior or in the ex-
planation of abnormal mental conditions. (1970, 399; for similar 
reasons, see, e.g., P. S. Churchland 1986, 223) (Italics added) 

 From this it follows that our mentalist picture is insufficient for a gen-
eral account of human behavior and cognition, though it is enough for daily 
transactions. However, we should desire a sufficient account. Then, the 
mentalist picture should be improved by unending revisions for the follow-
ing reason: 

The crude and incomplete causal theory embodied in com-
monsense psychology should not be expected to survive the next 
hundred years of central nervous system studies intact. It would 
be surprising if concepts like belief and desire found correspond-
ents in a neurophysiological theory, considering how limited their 
explanatory and predictive power is, even for gross behavior. 
(1970, 399) (Italics added) 

 This passage reflects explicitly a powerful critique of folk psychology 
focusing on concepts of belief and desire. It emphasizes the explanatory 
limitations and predictive weaknesses of folk psychology regarding even 
gross behavior. It claims that future brain science would not match our 
current self-conception.  
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The physical behavior which, on Armstrong's analysis, a given 
intention is apt to cause, may be the product of causes whose 
complexity cannot be brought into even rough correspondence 
with the simple elements of a present-day psychological explana-
tion. (1970, 399) (Italics added) 

 I can reasonably say that Nagel’s objections are not directed against 
scientific materialism but against folk materialism. He says that the solution 
lies in “a more advanced theory of human functioning” as follows: 

If that is so, then a physicalist theory of human functioning will 
not take the form of identifications between old-style psycholog-
ical states and microscopically described physical states of the 
central nervous system. It will be couched instead in the concepts 
of a more advanced theory of human higher functioning. (1970, 
399) (Italics added.) 

 Old psychological concepts will not work in the future. They will become 
archaic. In a future theory of cognition, we will need novel mental terms 
and a new objective phenomenological vocabulary.  
 I hope that this is a sufficient introduction to Nagel’s ideas about phys-
icalism, objectivity, and folk psychology. Now let us see which and in what 
ways philosophers misconceived his position about consciousness. 

3. How is Nagel misconceived? 

 Thomas Nagel is probably one of the most-cited living analytic philoso-
phers of the second half of the last century and arguably the most-cited 
philosopher of mind ever.5 His arguments are often cited as refuting some 
or all versions of physicalist theories (Lycan 2003, 186; Avramides 2006, 
228–30; Wider 1990; Gorman 2006; Taylor 2016, 78; Thomas 2009, 35), as 
denying the possibility of giving a naturalistic/objective account of con-
sciousness (Flanagan 1985, 373; Ratcliffe 2002, 353; Bergström 2009, 76; 
Stoljar 2017, sec. 16), or as showing that the arguments in favor of  

                                                 
5  For his 1974 paper, Web of Science (WoS) citations (as of June 17, 2020): 2,501 
counts, from Clarivate. 
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physicalism are not cogent (Nagasawa 2003, 377). The only two works (in 
either one of the sections of the respective books) that have somewhat fo-
cused on the connection between Nagel’s physicalism and his objective phe-
nomenology are (Stubenberg 1998; Thomas 2009). Although Stubenberg 
argues that the objective phenomenology project is to clear the path for 
future physicalism (p. 42), Thomas argues that Nagel’s nonphysicalism is 
compatible with his objectivism (p. 38).6 None of these accounts adequately 
addresses the relationship between physicalism, objectivity, and massive 
deficiencies of folk psychology, as Nagel construes them.  
 Nagel is largely a critical defender of objectivism (see Nagel 1986, 5; Nagel 
1974, 449; for a defense of not objectivity but the scientific explanation of 
mental, see Nagel 2013). If objectivity is naturally associated with the third-
person externalist viewpoint, subjectivity is associated with the first-person 
internal viewpoint. An objective point of view is “a progressive departure 
from earlier internal views” or subjective view (Boruah 1995, 339). They are 
not contrasting viewpoints, but “are part of a single spectrum of vision” 
(1995, 339). These two views are not mutually exclusive. This is why Nagel 
talks about “mental objectivity” (1986, chap. 2). Before discussing the rela-
tionship between his physicalism and the project of objective phenomenology, 
we should take a closer look at his conception of physicalism. 
 Nagel’s earliest definition of physicalism is “I mean by physicalism the 
thesis that a person, with all his psychological attributes, is nothing over 
and above his body, with all its physical attribute” (1965, 339). He is “in-
clined to believe that some weak physicalist theory of the third type is true” 
and that “any plausible physicalism will include some state and event iden-
tities, both particular and general” (p. 340). The first type is identity the-
ory, and the fourth is something even weaker than the token physicalism.7 
His acknowledging the truth of physicalism is abductive. He has some  
reasons to believe that some sort of physicalism should be true. He gives no 

                                                 
6  Alan Thomas tends to interpret Nagel’s objective phenomenology project in an 
expressly anti-physicalist manner. The problem is that he does not provide an argu-
ment for this and just assumes it. 
7  We should not be perplexed by the labyrinthine complexities of the concept of 
the physical and of theories of physicalism. These are extraneous to my present 
discussion. 
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argument for this. In fact, his problem is not to defend or refute physicalism 
but just to defeat the then widespread arguments for the conclusion that 
physicalism must be false. 

My attitude toward it is precisely the reverse of my attitude to-
ward physicalism, which repels me although I am persuaded of 
its truth. The two are of course related, since what bothers me 
about physicalism is the thought that I cannot be a mere physical 
object, cannot in fact be anything in the world at all, and that 
my sensations and so forth cannot be simply the attributes of 
some substance. (1965, 356, cf. 1971, 111) (All but the last italics 
have been added) 

 Interestingly, from this passage, we see that Nagel has been a physicalist 
in as early as 1965; he was persuaded of its truth.8 Crane claims that the 
point for Nagel is that we cannot fully understand physicalism. However, this 
interpretation of Crane is problematic because Nagel does not say that “we 
cannot understand it ever.” He does not claim that a physicalist account of 
consciousness cannot be given, only claims that nobody has yet given a plau-
sible account. Thus, there remains a conceptual barrier in front of us.  
 What Nagel says is that when assuming the available mentalistic con-
ception of human beings, the identity of mind and brain appears impossible 
to be true. On the other hand, he explicitly acknowledges that some weak 
form of physicalism is true. The reasonable conclusion thus is that we should 
revise and expand upon our available set of mentalistic ideas. This is why 
claiming that Nagel argues for the strict irreducibility of the mental to the 
physical is in erroneous. Nagel has only argued for conditional conceptual 
irreducibility given our self-conception, not for categorical irreducibility. 
Concepts reform, and categorical irreducibility disappears. The unintelligi-
bility of the physicalist account of experience then ends.  
 In his atypical form of physicalism, the classical distinction between 
physical and mental becomes obsolete. The subjective-objective relationship 

                                                 
8  In conversation, many people asked me how I happened to be sure that Nagel 
did not substantially change his attitude toward physicalism in the last half a cen-
tury. The answer to that question lies in my exposition of his replacement of the 
physicalism question with the problem of objectivity. 
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replaces the mental–physical dichotomy (Nagel 1979, 202). However, the 
notion of objectivity is importantly revised in stages as follows: “The devel-
opment goes in stages, each of which gives a more objective picture than 
the one before” (1980, 79). If we can see that the question of physicalism is 
the problem of objectivity in guise, we can accept that the physicalism 
problem is not an ontological but a methodological one. This is so since 
“[O]bjectivity is a method of understanding” (1980, 77). The categories of 
subjectivity and objectivity replaces the categories of mental and physical. 
I think that this is key to understanding why Nagel occasionally refers to 
his approach as neutral monism or dual-aspect theory. 

4. The problem of physicalism lies in giving  
an objective account of the subjective 

“… the physical is a substitute for objectivity in posing  
the mind-body problem.” (Nagel 1979, 202) 

 Pär Sundström notes that many people reject the reading of Nagel 1974 
to the effect that consciousness cannot be explained in physicalist terms: 

In conversation, I have often met with the claim that Nagel does 
not try to argue that experience cannot be accounted for in phys-
icalist terms, but merely illustrates an intuition. I think there is 
something true about this. (2002, 92) 

 Nagel asserts that “The mind-body problem exists because we naturally 
want to include the mental life of conscious organisms in a comprehensive 
scientific understanding of the world” (1993, 1). He “offers a defense and a 
critique of objectivity” (1986, 5).9 For Nagel, the core problem lies in how 
to give an ever increasingly objective account of the subjective.10  

                                                 
9  His critique of objectivism is limited to some ambitious claims of some natural 
scientists who venture fall beyond the scientific spirit and make bold assertions 
bolstered by a metaphysical worldview (Nagel, 2012, ch. 1). For him, those who 
choose anti-reductionism over objectivity deserve neither. 
10  By far, the most elaborate version of his objective phenomenology project is 
presented in his The View from Nowhere (1986, chap. II). This does not determine 
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 For Nagel, if something is physical, “it has to be objective” (1974, 449, 
fn 15, for more on this issue see also 1979, 202). That is, if we are to explain 
the mental in physical terms, we have to characterize it as something ob-
jective. On the other hand, what we need might be mental objectivity (1986, 
17). Nonetheless, Nagel anticipates that in the future when relationships 
between the mental and physical are fully understood, “the fundamental 
terms” of the theory that explains that relation will not fall squarely with 
our current categories of physical or mental. That is, for Nagel, the physical 
account of the mental will remain improbable without “giving much more 
thoughts” to the general problem of the subjective and objective (1974, 
450). In fact, Nagel, in one of his less known works, states that the problem 
of physicalism is just a substitute for the question of objectivity (1979, 202; 
for a parallel claim, see Stoljar 2017) as follows: 

The physical is an ideal representative for the objective in gen-
eral; therefore much obscurity has been shed on the problem by 
faulty analogies between the mental–physical relation and rela-
tions between the physical and other objective aspects of reality.  

Nagel explores the connection between the physical and the objective. Hav-
ing a more objective/detached account of consciousness is his desire (1980, 
91) because “objectivity is naturally linked with reality” (1979, 202). If the 
internality of our psychology (i.e., the subjectivity of consciousness) is real, 
then there must be an objective account of it. Several central philosophical 
problems in the philosophy of mind are in fact the disguised expressions of 
the objectivity problem as described below.  

As determinism is a substitute for externality or objectivity in 
posing the problem of free will, so the physical is a substitute for 
objectivity in posing the mind-body problem. All the disputes 
over causal role, theoretical identification, and functional realiza-
tion, while of interest in themselves, fail to give expression to the 
central issue that makes the mind-body problem so hard. (Nagel 
1979, 202) 

                                                 
whether the objective account of the subjective aspect of experience can be absolute 
or complete and whether it is desirable to achieve it maximally (Thomas 2009, 33). 
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 What makes the problem of consciousness intractable, thus, is not that 
there is a mystery about how the physical gives rise to the mental but our 
lack of a suitable notion of objectivity. Our current notion of objectivity is 
confined to pure physical objectivity. It pushes the phenomenal aspect of 
experience out to the purely subjective side of the debate. The phenomeno-
logical aspect of experience should be made amenable to objective explora-
tion. Nagel proposes doing this through his objective phenomenology pro-
ject. The target of this project is “to clear the path for a future physicalism” 
(Stubenberg 1998, 42; also see Matthews 2009, 71). This is indeed the case: 

Apart from its own interest, a phenomenology that is in this sense 
objective may permit questions about the physical basis of expe-
rience to assume a more intelligible form. Aspects of subjective 
experience that admitted this kind of objective description might 
be better candidates for objective explanations of a more familiar 
sort. (Nagel 1974, 449–50) 

 This is Nagel’s guess. In the future, it is possible to develop an objec-
tive phenomenological vocabulary to answer the question: “what is it like 
to be a bat for a bat?” (see Atkins 2013). Nagel does not deny the possi-
bility of giving an objective account of consciousness. In contrast, he 
strives for this. 

5. Concluding remarks 

 Finally, I must state that most of the things that philosophers say about 
Nagel have no basis at all in what Nagel actually says about the possibility 
of giving an objective account of the subjective aspect of experience. 
Thomas Nagel is not against physicalism as such, but he is against some 
mistaken forms of it. Nagel acknowledges the truth of weaker forms of phys-
icalism. He does not deny the power of scientific achievements or objective 
methodology in the examination of philosophical problems, even including 
the subjective aspect of experience. He is not a subjectivist. Quite the re-
verse, he claims that we should pursue an unending inquiry to find the 
objective nature of subjective phenomena. The project of objective phenom-
enology is proposed for this aim. Nagel has shown us a way to conceive the 
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consciousness problem in an objective manner. Consciousness is something 
intractable, yet it can be made tractable in a physicalist framework through 
an objective phenomenology project. It is fallacious to demand a direct an-
swer to such a complex problem as consciousness without first analyzing 
the basis of the question itself. This is what Nagel did. He challenged the 
widespread assumption that the problem of consciousness is intractable by 
its very nature. 
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Abstract: This paper aims to assess current theoretical findings on 
the origin of coordination by salience and suggests a way to clarify 
the existing framework. The main concern is to reveal how different 
coordination mechanisms rely on specific epistemic aspects of reason-
ing. The paper highlights the fact that basic epistemic assumptions 
of theories diverge in a way that makes them essentially distinctive. 
Consequently, recommendations and predictions of the traditional 
views of coordination by salience are, in principle, based on the pro-
cesses related to the agent’s presumptions regarding the cognitive 
abilities of a co-player. This finding implies that we should consider 
these theories as complementary, and not competitive, explanations 
of the same phenomenon.  
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1. Introduction  

 There are many coordination challenges in our everyday lives (greeting 
patterns, traffic rules, dancing moves, etc.), yet we do not feel that these 
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kinds of everyday interactions involve some sort of obstacle because our 
behaviour usually seems straightforward and effortless. The key question is 
how this behaviour emerges for the first time if we cannot rely on precedent, 
agreement, or rules. What are the underlying processes enabling this type 
of interdependent behaviour of multiple agents? How many different but 
parallel ways can bring about coordination in this setting? The notion of 
salience was preliminarily specified in terms of “standing out” or “conspic-
uousness” (Schelling 1960; Lewis 1969a),1 and it was used to explain the 
process of inducing coordinated actions of agents who are not able to appeal 
to any stronger background or decision principle.2 Namely, an individual 
who wants to coordinate with others, but does not know which behavioural 
pattern is precisely suitable for the situation, may look for the assistance of 
a salient feature of an interaction (contextual clue, labelling of choice) and 
then coordinate (Schelling 1960).  
 Currently, the issue has been revived as the topic of the emergence of 
coordination is reflected by the new empirical evidence (Mehta et al. 1994; 
Bardsley et al. 2010; Colman et al. 2014). In general, my aim is to assess 
two leading proposals and answer the following question: Is it the case that 
people coordinate by salience because they frame contextual cues and con-
ceive the situation from a new perspective—as described by the variable 
frame theory (Bacharach and Bernasconi 1997; Bacharach and Stahl 2000; 
Bacharach 2006), or because individuals have a ‘hunch’ about another’s 
behaviour and try to respond to this as best as possible—as suggested by 
the cognitive hierarchy theory (Camerer and Chong 2004)? I want to argue 
that both theories are built upon some elementary assumptions about the 
beliefs of others, and the logical structure of these epistemic foundations 
makes these two approaches compatible. Therefore, I suggest there are two 
parallel kinds of salience-based coordination processes (based on the above-

                                                 
1 Alternatively, Sugden (2011) defines salience more clearly as “an individual’s pre-
reflective perception that certain elements of the situation stand out from the rest”. 
2 There are three widely accepted ways of how coordination can emerge (Lewis 
1969, 24–42). The first two are implicit and not purposeful: coordination based on 
salience, the one I am discussing in the paper, and coordination due to precedent 
(Schelling 1960, chap. 4; Young 1996). The third is an explicit communication such 
as agreement.  



Epistemic Foundations of Salience-Based Coordination 821 

Organon F 28 (4) 2021: 819–844 

mentioned theories), and their usage is determined by the epistemic context 
of an interaction. More specifically, I will show that epistemically symmet-
rical conditions of interaction favour reasoning modelled by variable frame 
theory, whereas epistemically asymmetrical conditions support reasoning 
with cognitive hierarchy. 
 The paper is structured as follows: In Section 2 I reveal the problem of 
coordination, and why it presents a challenge for any theory of coordination. 
Section 3 discusses two recent and dominant views of salience which are then 
described and analyzed in terms of their epistemic underpinnings in Section 
4. Finally, Section 5 summarizes my argument by introducing notions of ep-
istemic symmetry and asymmetry and reflects some general implications. 

2. Coordination Problem 

 In the opening paragraph, I have briefly mentioned cases in which people 
try to coordinate their behaviour to achieve a mutually beneficial outcome. 
For example, a pedestrian and a car driver face the crucial decision of 
whether to wait or go once they reach an intersection at the same time 
(assuming there are no traffic lights). Undoubtedly, their goal is to arrive 
at a state of the world in which the only one chooses to go, while the other 
waits. Similarly, when we meet someone in a theatre, we tend to greet this 
person. But how? Should we hug a person, kiss her, shake her hand? In 
game theory, it is common to use a notion of coordination game to denote 
a strategic interaction that poses an issue of selection between many viable 
alternatives. The game represents a situation in which two or more agents 
make a decision from the set of available options with the intention of di-
recting their actions towards a certain outcome. Moreover, agents’ prefer-
ences in the interaction are such that they favour the same outcome (since 
it is beneficial for both of them), and that outcome cannot be achieved by 
acting alone or by neglecting to consider others’ actions. Because of this, 
each player forms beliefs about other agents’ actions to estimate the poten-
tial consequences.3 It is also important to keep in mind that the preference 

                                                 
3 In other words, coordination as a type of strategic interaction expresses the idea 
that beliefs about others have an important significance within this decision-making 
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coincidence is a central feature for distinguishing coordination from situa-
tions with some degree of conflict, such as zero-sum games or mixed-motive 
games.4  
 In order to generalize these ordinary intuitions and to abstract struc-
tural properties from any contingent features, I build a simple game-theo-
retical model of a prototypical coordination interaction. For the sake of 
simplicity, assume a two-player pure coordination matching game (more 
specifically, a one-shot non-cooperative normal form game with perfect in-
formation): 

 Γ = (N, S, U) 
  Set of players:  N = (i, j) 
  Set of Strategies:  S = (s1, s2, s3) … for i and j ∈ N. 

Payoffs:  Let ui (si, sj) denote player i’s payoff given her 
strategy si and co-player’s strategy sj.  

  U:   U (si, sj) … if si = sj then ui = uj = 1 
         … if si ≠ sj then ui = uj = 0 

Based on this formal game-structure, it is easy to represent the interaction 
by a payoff-matrix, because the formal n-tuple, Γ, contains all the infor-
mation necessary for such a move. 

 sj1 sj2 sj3 

si1 1, 1 0, 0 0, 0 

si2 0, 0 1, 1 0, 0 

si3 0, 0 0, 0 1, 1 

Figure 1. Pure Coordination game 

                                                 
process. This aspect makes it different from decisions such as whether I should take 
an umbrella today if I suspect that it might rain, or, when buying a new car, the 
consideration of such factors as fuel consumption and safety.   
4 Schelling (1960) suggested a concept of a continuum of interactions with two 
extremes on either side: pure coordination (agents’ preferences perfectly coincide), 
and pure conflict (preferences are directly opposed). 
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 You can see that the players decide simultaneously what to do, and then 
they establish an outcome of the game, a product of their strategy-combi-
nation (chosen from row and column by respective players). Given this, we 
can easily and clearly evaluate their choices, and say how preferable the 
result is considering their utilities.5 
 However, what complicates this situation is a feature of the game that 
allows three possible outcomes to be equally acceptable (ranked by both 
player with utility 1).6 This is the coordination problem. It is a problem 
because it questions our competence to decide what exactly the solution of 
the game is, and therefore it imposes the difficulty of selection (Harsanyi 
and Selten 1988). In real-life situations, people usually use agreement to 
solve the indeterminacy, or they rely on some precedent that helps to sta-
bilize their expectations of a possible solution. On the other hand, under 
circumstances when agents cannot communicate and no pattern of behav-
iour from previous encounters is known, there is still one remaining way to 
solve this curse of symmetry. External factors can make one of the choices 
somehow salient. Intuitively speaking, salience breaks the symmetry by the 
fact that some strategies will stand out and appear strikingly different in 
comparison to others. 

3. Theories of Salience 

 The focus of interest for the rest of the paper, therefore, is a particular 
model of interactions that are well represented in everyday life, and the role 

                                                 
5 The assumptions behind this are the standard ones: preferences are expressed in 
Von Neumann-Morgenstern utilities, and players are rational in the sense that they 
maximize expected utility due to common knowledge assumptions. 
6 In game-theoretical terms, the game has three payoff-symmetric pure Nash equ-
ilibria. In addition to these, there is also Nash equilibrium in mixed strategies. For 
more details on categories of coordination games, see Camerer (2003). Also, it is 
worth mentioning that the many-solutions problem is crucial for the game because 
the coincidence of interests is not a sufficient condition for coordination, as shown 
by Ullmann-Margalit (1977, 79–80). 
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of salience in these interactions.7 However, the phenomenon of salience (as 
preliminarily mentioned in Section 1) is, for now, placed in a more refined 
theoretical foundation that provides more robust explanatory grounds for 
reflection on different modes of reasoning. I will briefly introduce two prom-
inent theories of salience-based coordination—variable frame theory, and 
cognitive hierarchy theory—and then reveal their epistemic background to 
show why I think these theories complement each other. 
 Michael Bacharach invented a formal extension of the game-theoretical 
model of coordination in variable frame theory (Bacharach and Bernasconi 
1997; Bacharach and Stahl 2000; Bacharach 2006).8 It attempts to explain 
a salient choice in terms of conceptual frames or labelling, given that, it 
takes a step beyond orthodox game theory by enriching apparatus with the 
notion of frame.9 Frame is a set of concepts or labels by which the agent 
perceives the interactive situation, and Bacharach accounts for a salient 
choice in terms of the agent’s framed decision-making. If individuals con-
ceptualize interaction through the same lens, then salience may occur and 
guide their decisions towards coordination. Suppose you are playing a 
matching game with another person and you must choose from a set of five 
distinct objects: whisky, wine, water, beer, or sherry (assume they have 
stickers attached to them, so you do not have to taste them). Variable 
frame theory assumes that players describe the interaction through various 
predicates. For instance, alcoholic and non-alcoholic suggest themselves as 

                                                 
7 Technically speaking, all attention is devoted to a one-shot normal form coordi-
nation game in which the preferences of agents perfectly coincide and no communi-
cation or (direct) past experience is allowed. Unless stated otherwise, in all remaining 
sections I consider such a game as the default option. 
8 Bacharach followed in the footsteps of Gauthier (1975), and significantly exten-
ded his original intuition by providing a comprehensive theoretical framework. It 
was Gauthier who first innovatively suggested that salience induces a payoff-modi-
fication that transforms the original pure coordination game into a game with 
asymmetric equilibria (Hi-Lo game); and he augmented the account by the principle 
of coordination, which states the normative claim for an agent to choose a payoff-
dominant equilibrium. 
9 In traditional game theory, it does not matter how an agent perceives a game 
since theorists have an objective way to describe interaction by indicating strategies 
and payoffs. See Luce and Raiffa (1957). 
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obvious categories. The non-alcoholic drink (water) appears to be a good 
candidate for the salient choice (cf. Bardsley et al. 2010).  
 Why? To detail how this process of framing works, I show the formali-
zation of the example in conformity with Bacharach (2006). The standard 
model of game is extended with frame F containing different families of 
predicates (here, generic family F0 and F1) and these families are, moreover, 
specified by parameters of how likely their occurrence is in the player’s mind 
(availability, v(F) = p; 0 ≤ p ≤ 1), and what strategies—in the sense of 
traditional objective game—are among the predicates in the family (exten-
sion of a predicate, E). As a result of this configuration, it is possible to 
capture the idea of how salience transforms the payoff structure of the game. 

 Γbevarages = (N, S, U, F) 
  N = (i, j), S = (whisky, wine, water, beer, sherry) 
  U: U (si, sj) … if si = sj then ui = uj = 1 
          … if si ≠ sj  then ui = uj = 0 
  Fi = {F0, F1}, E: F→S     

F0 = {thing}; E(thing) = {whisky, wine, water, beer, sherry}, 
v(F0) =1 

   F1 = {alcoholic, non-alcoholic}; v(F1) =1 
   E(alcoholic) = {whisky, wine, beer, sherry},  
   E (non-alcoholic) = {water}  

 
Choose the 

non-alcoholic 
Pick an alco-

holic 
Pick a thing 

Choose the 
non-alcoholic 

1, 1 0, 0 0.2, 0.2 

Pick an alco-
holic 

0, 0 0.25, 0.25 0.2, 0.2 

Pick a thing 0.2, 0.2 0.2, 0.2 0.2, 0.2 

Figure 2. Framed matching game 

 In comparison to all other possibilities, the non-alcoholic drink offers the 
best chance for a match in coordination, as the extension of the predicate 
contains only one element. This conclusion is not very surprising, but the 
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formal notation reveals further details.10 First, an important consequence of 
framed games is that they break the curse of symmetry by introducing 
asymmetrical equilibria (in bold in Figure 2).11 Therefore, the coordination 
problem is essentially altered into a new game structure (Hi-Lo game) solely 
under the influence of framing. Second, this reshaping of the original pure 
coordination game brings us closer to an explanation. However, it does 
not—in this form—establish a definite solution to the game. The reason for 
this is simple: a player may be equally justified in ‘picking an alcoholic 
drink’ if he or she reasonably expects the other to make the same decision.   
 The missing piece of the puzzle is the kind of reasoning that supports 
this decision. Could a player appeal to some principle of coordination when 
choosing a Hi-equilibrium (in my example ‘choosing the non-alcoholic 
drink’)? Variable frame theory answers this question by explaining this 
mechanism and providing its elaborate justification. Rational agents do not 
consider their choices only on the basis of standards of individual rational-
ity—they think as a team, considering what is beneficial for them, collec-
tively.  
 This means that a new principle of rationality enters the scene, with the 
formal consequence of directing individuals’ choices towards a Pareto-opti-
mal equilibrium.12 Bacharach is convinced that there are strong reasons that 
lead individuals to team-beneficial choices since we tend to identify with a 
certain group. In particular, group identification occurs as a result of  

                                                 
10 Keep in mind that both theories I present provide a formal explanation of sa-
lience, therefore they make no further assumptions as to what specific factors trigger 
this effect. Moreover, I believe that every substantive theory would be incomplete in 
its content since it is difficult to list all significant building blocks. And of course, 
the vast diversity of cultural contexts makes this effort even harder. 
11 What happens in special cases when there are many singleton predicates or ava-
ilability of families of predicates variables is not an important issue here because it 
does not weaken my conclusion. For a complete account, see Bacharach and Ber-
nasconi (1997) and Bacharach (2006). 
12 Strategy combination (si, sj) is Pareto-optimal if there is no other combination 
(si*, sj*) ∈ S that satisfies: 
 a) ∀i ∈ N, U(si*, sj*) ≥ U(si, sj) 
 b) ∃i ∈ N, U(si*, sj*) > U(si, sj) 
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perceived common interest, or strong interdependence (Bacharach 2006, 
142–44), and is followed by the mode of team reasoning (or we-reasoning).13 
Variable frame theory, broadly speaking, establishes a new form of non-
standard reasoning that revises the traditional conception of rationality 
such that agents are now considered to be capable of recognizing an effi-
cient outcome that gives them the best prospect of coordinating.14 There-
fore, salient choice is produced by a particular frame that transforms 
a game-structure from pure coordination to Hi-Lo game, and then agents 
make a decision as team members in favour of a mutually beneficial out-
come. These two essential components of the theory—framing and team 
reasoning—reliably explain why ‘water’ is the salient choice in the proto-
typical matching game.  
 But, to make things more complex, there is another alternative expla-
nation for coordination by salience that stems from cognitive hierarchy the-
ory (Camerer and Chong 2004).15 This model is, in principle, based on the 
assumption of a boundedly rational agent, who takes a limited number of 
reasoning steps before he or she decides, and, in the case of coordination, 
whose strategic thinking is rooted in some kind of rudimentary non-strategic 
non-rational salience. Hence, an overall account of salience-based coordina-
tion presented by this theory rests on two pillars: one that establishes weak 
symmetry-breaking behaviour, and the second, which postulates a finite 
belief hierarchy, and an individual who chooses the best strategic response 

                                                 
13 Some have identified several problems with team reasoning. It seems to be too 
narrowly specified in terms of social categorization (Hindriks 2012), and somewhat 
unstable in experimental testing either due to slight payoff asymmetry (Crawford, 
Gneezy, and Rottenstreich 2008) or due to the influence of other strategic options 
(Cooper et al. 1990).   
14 This revisionary standpoint is, however, highly controversial as it puts into qu-
estion a standard assumption of game theory—methodological individualism. Yet, 
on the other hand, many experimental studies show evidence in favour of this rea-
soning mode (Bacharach and Bernasconi 1997; Colman, Pulford, and Rose 2008; 
Bardsley et al. 2010). 
15 The theory was initially developed to provide another way of thinking about 
solution concepts in game theory. And it had an impact on dominance-solvable 
games (e.g., Beauty Contest Game), but it also provides an interesting framework 
for thinking about coordination problem in a new way.  
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with regard to his or her beliefs.16 But how do these two features fit to-
gether? The whole result of salience proceeds in two steps that are captured 
and formalized by the theory. Initially, there is a non-uniform probability 
distribution on the set of strategies, sometimes known as primary salience 
(Mehta, Starmer, and Sugden 1994), whose role is to disrupt the symmetry 
of the coordination problem. A natural interpretation of this could be that 
agents have a psychological propensity to pick some strategies without any 
incentive and in the absence of strategic reasoning. Such behaviour then 
exhibits randomization over some strategies that might be particular to 
a certain cultural background, contextual information, or simply because of 
their uniqueness and conspicuousness. This part of the story might be suf-
ficient to explain “picking behaviour”, or why there is a concentration of 
choices in aggregate, as supposed by Schelling (1960), and tested by Bards-
ley et al. (2010). However, the presence of coordination success on many 
occasions demands a fuller explanation.  
 At this point, the second element, belief hierarchy, becomes involved. 
The theory introduces agents of various levels of reasoning who have the 
cognitive ability to recognize lower-level agents, and to choose the best 
strategy (best-response)17 given their assumptions about other players and 
their choices (Stahl and Wilson 1995; or Haruvy and Stahl 2007). Therefore, 
it attempts to establish an apparatus whose expressivity allows us to grasp 
the intuition that agents have a certain depth of reasoning and the cognitive 
ability to understand other minds (Ohtsubo and Rapoport 2006). In this 
respect, there are categories of agents depending on how many steps have 
been taken, or let us say that each of them is assigned a certain level of 
reasoning. For instance, a level 0 player (or L0) lies at the bottom of the 
hierarchy and has no mental model of other players’ choices or reasoning 
abilities. His behaviour in coordination is fully characterized by the non-

                                                 
16 The origins of this idea can be traced back to Lewis (1969b, 24–36) and his 
account that coordination is feasible only by means of a system of high-order ex-
pectations. 
17 The best-response decision rule is essentially based on the strict dominance pri-
nciple—a core element of decision-making. It assumes that a rational agent can eli-
minate all strategies that are, in all respects, worse than the other options.  
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uniform probability distribution p0 (i.e., primary salience).18 Next, level 1 
represents an agent who is convinced that all her co-players are L0, and she 
decides to maximize her chances of a match with the others. The intuitive 
understanding of the model is that the level 1 player tries to guess what the 
most probable choice is according to his peers, influenced by primary sali-
ence, and then chooses the best response to that behaviour. The same holds 
for all higher-level reasoners: they expect others to be lower-level agents, 
and they have particular beliefs about the frequency of these types in the 
population. In other words, these beliefs express the probability of an en-
counter with a given type. For example, a level 2 player believes that he 
may coordinate with someone who is either L1 or L0, and acts in order to 
maximize his expected utility in anticipation of the respective behaviour of 
his co-player. 
 The specific implications of cognitive hierarchy theory for coordination 
games is straightforward: players—depending on their type—maximize 
their chance of compliance with others based on generally recognized pri-
mary salience (or picking behaviour), which successively leads to a concen-
tration of choices around one of the equilibria. This dynamic process of 
reasoning sooner or later selects one of the possible alternatives with the 
support of original non-uniform probability distribution. As an example, 
consider the familiar game with beverages except now I will analyse it is 
using the apparatus of cognitive hierarchy theory. The first obstacle 
emerges with the issue of how to determine the likelihood of choosing 
a drink, i.e. p0. The traditional answer is that we do not have to specify this 
a priori because, essentially, it is a matter of empirical research. The aim 
of the theory of salience-based coordination is not to enumerate all the 
sources of salience, but, rather, to demonstrate the formal consequences 
leading to one solution. Thus, as someone who lives in a country with a fa-
mous beer-drinking culture, I will imagine that primary salience in this case 

                                                 
18 One idealized assumption is that p0 distribution is for all agents (even for higher 
levels) the same. The reason for such simplification is as follows: if theorists want to 
model salience-based behaviour then they think that the contextual background is 
commonly shared. Even though this might seem restrictive, as some individuals 
might display minor variations, the underlying idea is correct, at least for the in-
strumental purposes of the theory.  
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highlights one of the alcoholic drinks. Whatever an individual’s choice is, 
let me assume a stable, reliable, and population-wide pattern of primary 
salience, for instance p0 = {0.15 whisky, 0.2 wine, 0.1 water, 0.4 beer, 0.15 
sherry}. This describes a feature of what some individual picks if he or she 
would not consider others, but simply follow non-reflective inclinations. Alt-
hough this behaviour occurs in coordination, the theory predicts some 
agents will strategize and focus on limited strategic thinking. A level 1 agent 
expects her co-player to behave in accordance with primary salience, and 
therefore she will choose pure strategy sl1 = {beer} since it gives her the 
highest expected utility (ul1(sl1, p0) = 0.4). A Level 2 player believes that he 
may encounter either level 1 or level 0 with corresponding probabilities q1 

and q0 (where q1 + q0 = 1), and he also forms beliefs concerning their be-
haviour (sl1, p0). But how should and will a boundedly rational L2 agent 
act? Even if he imagines the scenario in which his co-player is certainly 
either type 1 or type 0 (i.e., q0 = 1 or q1 = 1), his best strategy is always to 
choose sl2 = {beer}.19 Therefore, cognitive hierarchy theory describes coor-
dination behaviour in this interaction as a gradual increase of the concen-
tration of choices around one specific alternative. 
 To summarize, cognitive hierarchy theory explains salience by other 
means. Coordinating behaviour emerges rather as the result of the expecta-
tion of which option is most likely to be selected (given the various types 
of agents who may or may not think strategically). It is accepted that some 
players might be choosing blindly, but, overall, coordination is a result of 
a convergence of choices (in the example, it is convergence to the most 
popular drink). In comparison to variable frame theory, agents do not have 
to think as team members, and salience does not create a direct structural 
transformation. But let us pause for a moment and think more about what 
the analysis of the beverage game further reveals. The case clearly demon-
strates the somewhat disturbing and striking result of divergent predictions 
provided by each of these theories in the very same game-setting. Whereas 
one theory ends with the selection of water, the second would suggest beer, 
and the question—What would you like me to drink?—seems to have no 
definite answer for now.  

                                                 
19 Expected utility for L2 player is ul2(beer) = q1 + 0.4q2, therefore 1 ≥ u(sl2) ≥ 0.4.  
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 Of course, in many other cases, the practical implication of the models 
would be identical, since one needs no more than to suppose that primary 
salience points in the same direction as a particular frame, keeping in mind 
that theoretical explanations and underlying assumptions differ (Bacharach 
and Stahl 2000). But the value of test cases such as the game with beverages 
rests more on the promise of assessing experimentally which theory is sup-
ported by the data, and the identification of a correct explanatory model. 
Unfortunately, the alleged behavioural litmus test did not provide results 
as promising as had been expected (Mehta, Starmer, and Sugden 1994; 
Bardsley et al. 2010; Colman, Pulford, and Lawrence 2014), and the prob-
lem seems to be, rather, that two parallel modes of reasoning are possible, 
and may influence individuals’ decision-making in this type of situation. 
The question, then, is how to reconcile these dual processes?  

4. Correct beliefs and belief in rationality 

  My proposal for a solution will be based on the idea that modes of rea-
soning in coordination with salience sustain certain epistemic standards 
which must be implicitly recognized by the interacting agents.20 Hence, even 
before it comes to establishing the coordination outcome, every involved 
and strategically thinking agent makes some estimates concerning possible 
interaction scenarios, his or her co-player's behaviour, and beliefs (similarly 
Janssen 2001). Therefore, one can consistently claim that variable frame 
and cognitive hierarchy theory together provide an explanation of the co-
ordination problem because each theory relies on different epistemic stand-
ards. In a nutshell, different epistemic background induces a distinctive co-
ordination mechanism. 
 As we have seen with cognitive hierarchy theory, this approach of re-
stricted reasoning belongs to a broader class of theories known as bounded 
rationality. And, as such, it makes rather less demanding epistemic assump-
tions, which are embedded into the concept of agent. First of all, cognitive 

                                                 
20 In this spirit, I follow in the footsteps of the established programme of epistemic 
game theory, aiming to clarify solution concepts and their underlying epistemic pri-
nciples. See more on this in de Bruin (2009) or Perea (2012). 
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hierarchy theory violates correct beliefs assumption. This is an important 
point in my argument I will specify later, but for now, it is sufficient to say 
that violation of correct beliefs means that even if coordination has been 
achieved by salience, we cannot say that individuals have correct beliefs 
about themselves. Thus, an inevitable consequence of cognitive hierarchy 
model is that every strategically thinking agent is, in fact, acting rationally 
(he decides for the best option with regard to his or her beliefs and level), 
even though he has an incorrect belief about his partner in coordination 
(there is an epistemic disharmony between individuals). The problem, 
therefore, is deeply rooted in the fact that an agent believes that a co-player 
is systematically mistaken in what behaviour the co-player attributes to the 
agent himself.  
 To illustrate this point, let me use the before-mentioned beverage-choos-
ing game (Section 3). For instance, imagine a situation of two friends, John 
and Isaac, who want to order the same drink in a crowded bar with loud 
music. The only thing that matters is to have the same drink because they 
do not want to drink more than one type of beverage. Unfortunately, they 
have been separated by the crowd and each has to make an order inde-
pendently of the other’s decision. They face a typical coordination problem. 
How can they solve it? Cognitive hierarchy theory predicts that each will 
choose or pick a drink depending on his cognitive level. The crucial aspect 
now, however, is what beliefs they have about each other. Let say that John 
believes that Isaac will choose beer because he believes that John himself is 
randomly picking one of the drinks, and beer seems like the most attractive 
option (primarily salient). Given that, John chooses beer too, though he 
does that knowing that Isaac is mistaken about his actual beliefs. Remem-
ber, John believes that Isaac thinks that he is randomly picking. Coordina-
tion in this case will be successful despite the obvious epistemic discord.  
 Now, I will illustrate the issue of incorrect beliefs more formally, which 
allows me to capture this feature of the theory in a precise manner. I will 
assume that both agents (John and Isaac) are of the same level, say L2 
players. Both expect that the partner will be L1 or L0 (with respective 
probabilities); and if their partner is L1, L2 player will also think that the 
co-player (as a L1 agent) has some beliefs about him, namely that L1 will 
think she is paired with an L0 player. However, we need to know not just 
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the agent’s relevant level, but also information about his strategies. Then, 
it may be useful to represent formally by means of a simple notation such 
as ti2

beer that each individual has a certain epistemic type for a given depth 
of reasoning and chosen strategy; ti2

beer indicates that Isaac’s (agent i’s) 
epistemic type is specific for an L2 player who is choosing the strategy 
beer.21 Epistemic type in a nutshell is a convenient way to express the beliefs 
an individual has, and how they are structured. Bearing this in mind, it is 
not very difficult to describe an agent’s type for the game as follows: 

ti2
beer: tj1

beer → ti0
alcoholic     

tj2
beer: ti1

beer → tj0
alcoholic 

 In this display, you can see a case of how two agents of the very same 
level, on the one hand, have false expectations regarding the other player’s 
level. Isaac (ti2

beer) believes that John is L1, whereas, in fact, he is tj2. This 
trivial result, though, can be easily avoided simply by stipulating that John 
is actually tj1, and then it would prevent this type of incorrectness, which 
is not my direct concern here. On the other hand, a much more important 
implication of the model lies in what Isaac (ti2) thinks about John’s expec-
tations about him. As previously stated, ti2 believes that he is interacting 
with John of L1.22 Or, more precisely, he believes that co-player j is a tj1 
player who chooses beer because John expects that Isaac is an L0, who 
randomizes amongst alcoholic drinks (in accordance with p0) and has no 
model of his co-players. And conversely, the same holds for tj2

beer. Thus, 
a crucial consequence of cognitive hierarchy theory is that the agent (ti2) 

assumes that his co-player is fundamentally wrong in her belief about how 
he will behave. This kind of incorrectness is different from the first, con-
cerned with the hypothetical versus the actual level of the agent, and, fur-
thermore, is a profound feature of the theory that helps outline its epistemic 
coordination roots. 

                                                 
21 Type-space notation is suitable here for the reason that it allows us to compre-
hend an aspect of nested beliefs in a simple and elegant way. Cf. Sillari (2008) or 
Geanakoplos (1992).  
22 This is a harmless simplification, as I assume that q1=1. 
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 An important lesson here is that such description reveals a general ten-
dency built into the theory: a rational agent (of sufficiently high level)23 
believes that the partner is fundamentally mistaken in his expectation about 
whom he is interacting with. And because of this, it is consistent to say 
that one might observe coordinating behaviour despite the fact that the 
beliefs the agents have about others contain an internal error. This finding, 
furthermore, is robust since there is no change in the result even if we admit 
some variations in the expected composition of a population, or in the depth 
of reasoning.24 To shed more light on this epistemic aspect of the theory is 
just the first step in my analysis, but I believe it delivers a non-trivial phil-
osophical finding regarding how decision-making individuals reflect mental 
states and the reasoning processes of others, and what they might justifiably 
ascribe to them in coordination by salience. Since correct belief assumption 
plays a further crucial role, I need a precise notion of it, which may also 
bring some understanding of what exactly is violated by the cognitive hier-
archy model.  

Correct belief assumption: 
An agent’s beliefs—that is, agent’s epistemic type (ti)—for a particular 
(coordination) interaction are such that she believes that other agent 
involved in the situation has beliefs (tj) about her behaviour such that 
it holds that these beliefs are accurate and correct.25 

                                                 
23 This condition assumes that the agent has a ’theory of other minds’, which holds 
when he or she is L2 or higher. 
24 Imagine a more sophisticated case: a person who is an L3 player and has an 
expectation that she may interact with an individual of each level with some positive 
probability (q0, q1, q2). Then we can express her relevant epistemic type for the 
beverage-choosing game in the following manner: 
 ti3

beer: q2 ×tj2
beer + q1 × tj1

beer + q0 × tj0
alcoholic     

 tj2
beer→ ti1

beer → tj0
alcoholic 

 tj1
beer → ti0

alcoholic     
 Formalization like this allows us to see the profound basis of epistemic 
asymmetry of cognitive hierarchy theory concerning one strategic aspect (choice of 
strategy in particular).  
25 The correctness simply implies that it is the case that, in the belief hierarchy, 
agents assume their beliefs about actions and beliefs of their partners are the same 
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 Now this definition and formal description allow us to see one aspect of 
cognitive hierarchy theory that results from the hierarchical structure and 
underlying assumptions.26 But we should not lose sight of the fact that 
correct belief assumption expresses a more general idea of coordination and 
its epistemic context. The case of cognitive hierarchy theory has merely 
shown at what costs the assumption can be violated if we want to achieve 
coordination anyway.  
 How does this analysis help us with variable frame theory? Is there any 
difference or similarity with respect to the correctness of the agents’ beliefs? 
In section 3, I have briefly explained that variable frame theory proceeds 
by two distinct steps: structural transformation, and team-coordination. 
Both make different demands on the individuals involved, yet they are fully 
adaptable to the formal framework presented and, are, therefore, easy to 
comprehend and compare. The major difference between the theories lies in 
the concept of frame that makes salience-based coordination more refined 
and subtle because it introduces partitions on the strategy set (instead of 
rather coarse primary salience). If we state that individuals in interaction 
have the same frame according to which they look upon the coordination 
problem, then the theory predicts, in this idealized case, that their choices 
will intersect in a Pareto-optimal result.27 All of this we know already from 
above, but the question is whether the outcome is in line with correct belief 
assumption, or against it. We are already familiar with the answer to the 
question “What would you like me to drink?”—It is water (the single mem-
ber of non-alcoholic group). Nonetheless, it is better to show the epistemic 
                                                 
throughout the nested structure of beliefs (Perea 2012, 145–46). It does not imply 
that those beliefs are true because there might be many consistent and correct belief 
combinations, for instance in a game with many Nash Equilibria. 
26 To be entirely clear, authors of cognitive hierarchy theory briefly acknowledge 
this conclusion. (Camerer, Ho, and Chong 2004, 869) My concern relates more to 
other applications and experiments where this issue is often disregarded. 
27 I assume that there is a commonly shared context of interaction which allows 
the formation of a particular frame. It is not very controversial to proceed in this 
way because I have already accepted that salience-based coordination involves ex-
ternal factors. Obviously, there are some additional conditions to be fulfilled to se-
cure a clear result (e.g., symmetry disqualification, trade-off principle), for more 
details see Bacharach (1997). 
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background of the solution of the game in a similar fashion as before, with 
only a slight modification in subscripts. Instead of representing cognitive 
level (which is irrelevant information for variable frame theory), numbers 
in the agent’s epistemic type help us to specify the frame available to him. 
For instance, ti01

water states that both F0 and F1 as defined in Γbevarages are 
families of predicates that agent i (Isaac again) takes into account when he 
chooses water. Then it is straightforward to express the agents’ epistemic 
types for variable frame theory accordingly: 

ti01
water: tj01

water → ti01
water     

tj01
water: ti01

water → tj01
water     

 What we can see immediately is that the epistemic condition of correct 
beliefs is fully satisfied in this setting, since Isaac (in the first row) expects 
his partner John will not be mistaken in her beliefs about the Isaac’s actions, 
and vice versa (in the second row). In other words, if Isaac is choosing the 
beverage with the goal to coordinate, his choice of water is fully justifiable—
taking for granted particular frames and team-rationality—by his expecta-
tions that John will choose exactly the same, and that he also expects Isaac 
to choose water. 
 Variable frame theory predicts that whenever there is a coordination 
solution induced by salience, agents have beliefs that preserve correctness.28 
This result is also consistent for different variations in the structure of 
a frame. To show a general implication, let me assume a somewhat complex 
case of a similar game in which one of the agents is aware of an additional 
family of predicates, say Fx, and he or she recognizes its availability v(Fx) 
= p, where 0 < p < 1. This describes an aspect of uncertainty, as there is 
an agent now who may apply some predicates but cannot be sure that the 
other will do so as well (Bacharach and Stahl 2000, 224). Assume two pred-
icates a and b such that a ∈ Fx, b ∉ Fx and for simplicity also that E(a) ∩ 

                                                 
28 One explanation for these results invokes the well-established theorem that Nash 
equilibrium in principle rests on correct beliefs, see Tadelis (2013, chap. 5) or Perea 
(2012, chap. 4). Therefore, variable frame theory as an equilibrium refinement pro-
gramme carries the same epistemic load. 
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E(b) = ∅.29 And strategy s based on expected utility calculation (more 
specifically based on Bacharach’s (1997) trade-off theorem) where s = 
choosing a if EU(a) > EU(b) and s = choosing b if EU(a) < EU(b).30 For 
this reason the epistemic type of the agent i is as follows: 

ti01x
s: p × tj01x

s + (1 – p) × tj01
b    

 tj01x
s → ti01x

s 

 tj01
b   → ti01

b   

Even in this general case of framed decision-making, agent i has correct 
beliefs regarding his co-player’s possible choices. Notwithstanding the fact 
that the agent believes with probability p that the other will be aware of 
the same frame, and with probability 1 – p that j will not notice Fx, the 
choice of the agent is such that she expects her co-player to think that the 
same choice is being selected. The result is consistent with correct belief 
assumption.31 
 Now, I move on briefly to the second epistemic aspect of theories, which 
is better known and has been already analysed—the issue of belief in ra-
tionality. The rationality assumption is a cornerstone of decision theory, 
and from a concise description of both theories, it is intuitively obvious that 
they depart from the game-theoretical standards. However, I would prefer 
to show how theories treat the epistemic aspect of rationality, and, thus, to 
address the question: What does an agent expect regarding the rationality 
of a co-player? And does the co-player believe in the rationality of the 
other? It should be evident that I am not dealing with the nature and 
comparative analysis of rationality requirements which I consider fixed for 
the respective theories and I have set aside as a separate research agenda. 
                                                 
29 Here I straightforwardly suppose that either choosing a, or choosing b is the 
team-optimal choice under a condition of the validity of the relevant frame.  
30 In the case whereby EU(a) = EU(b), the symmetry disqualification principle 
rules out both options. Unfortunately, this principle has not been confirmed empi-
rically; see Bacharach and Bernasconi (1997). 
31 The fact that ti01x might think that the other individual expects her to be ti01 
does not interfere with the conclusion concerning choices. Moreover, it was my 
assumption, in this example, to introduce some uncertainty about the other player’s 
frame. 
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My focus here is fully on the distinction that relates to the epistemic aspects 
of rationality. 
 At the start, I need to clarify the epistemic principle I will rely upon in 
the next analysis.  

Belief in rationality: 
An agent believes that his co-player is rational, and that the co-player 
also believes in his rationality. 

 If we look closely at the scheme of epistemic underpinnings of the solu-
tions to each theory, contrasting features emerge. Variable frame theory 
explains coordinative behaviour in accordance with the hypothesis that all 
individuals believe in their co-player’s rationality and believe that each 
partner in coordination believes in their rationality. For instance, epistemic 
type ti01

water, who chooses (team) rational option, expects her co-player to be 
(team) rational because ti01

water think tj01 will act in line with the recommen-
dation of the theory: i.e., she will also choose water.32 The result is self-
evident from the characterization of her type: 

ti01
water: tj01

water → ti01
water     

 On a more general level of analysis, one may easily see that the theory 
respects the traditional axiom of the common knowledge of rationality 
(Tadelis 2013, 64-65). What does it imply about the epistemic background 
of coordination? A common feature is built into each solution based on 
variable frame theory implying that players are epistemically symmetrical 
in this important respect. A team-rational player is convinced that she is 
interacting with someone who also expects the other’s actions to be team-
rational. 
 But a contrasting conclusion arises whenever we examine belief in ra-
tionality in cognitive hierarchy theory. Clearly, it is not that surprising be-
cause we recognize that belief hierarchy is based on the gradual nature of 
rationality. A player at a certain level k is expecting interaction with an 
individual who is k-1 or lower. She also believes that her colleague will 

                                                 
32 Team rationality operates as a criterion for strategy selection in Hi-Lo game, but 
it is actually belief in rationality that secures equilibrium selection since it is ne-
cessary to consider another agent’s behaviour and its basis. 
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expect coordination with someone who is below her actual level, and so on, 
until L0 is reached. The entire level-based reasoning process is, thus, in 
principle, grounded in the bounded rationality paradigm, which, as a matter 
of a fact, means that belief in rationality is violated. The following epistemic 
type scheme captures this result more accurately: 

ti3
beer: tj2

beer → ti1
beer → tj0

alcoholic     

 One might raise an objection, pointing to the fact that all types of agents 
higher than L0 are genuinely rational because they make the best response 
to their alleged conception of the other’s type. However, it is important to 
bear in mind that belief in rationality across different levels is not of the 
same nature, though all these types are best-responding agents. It is abso-
lutely dissimilar when the agent i expects an encounter with tj2 or tj1. The 
first believes that her colleague is rational (L1-rational), while the second 
does not. After all, it seems that both theories rely on an entirely different 
epistemic background. In my opinion, the difference could be elegantly de-
picted in terms of epistemic symmetry and epistemic asymmetry.  

5. Epistemic (a)symmetry 

 The paper raised a thorny question: How can coordination be achieved 
by salience? I introduced salience as a key factor in establishing a desirable 
outcome in a coordination game in which communication and precedent are 
absent, and I presented two recognised explanatory pathways for this phe-
nomenon. The subsequent analysis of the epistemic components of theories 
has identified remarkable differences regarding correctness of beliefs and 
belief in rationality. Now, I would like to reveal the last piece in the puzzle 
by means of which it will be theoretically possible to say that there are two 
parallel ways of coordinating by salience.  
 My view of the coordination process via salience respects the fact that 
the two theories are equally suitable and comprehensible. However, their 
application is conditioned by specific circumstances affecting the relevant 
reasoning and decision-making. As we are already well acquainted with the 
epistemic scaffolding of the theoretical apparatus, I can explain the differ-
ence between these two theories by using simple epistemic terms—epistemic 
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symmetry and epistemic asymmetry. Also, I argue that they aptly elucidate 
why both processes of coordination by salience may occur and under what 
circumstances. Let me explicate these notions as follows: 

Epistemic asymmetry in coordination interaction: 
In a strategic interaction of a coordination kind, there is epistemic asym-
metry if, for every actively participating agent, it holds that he or she 
does not satisfy correct belief assumption and does not have belief in 
a co-player’s rationality.  

Analogically, the notion of epistemic symmetry can be defined in the very 
same way, except these two essential requirements do hold.   
 The purpose of these definitions is to build on earlier reflections and to 
demarcate the relevant context of coordination. In the previous section, 
I demonstrated several epistemic-type structures as an example of different 
relationships in the foundation of theories. In light of the above, it is clear 
that a coordination game with salience allows a number of diverse but par-
allel procedures. Either I assume that I and my co-player are symmetric in 
important epistemic aspects, or I expect asymmetric conditions to be valid. 
In the first situation, correct beliefs and belief in rationality, are prerequi-
sites for the use of subsequent framing and the application of team reason-
ing. Whereas in the second, the epistemic type of agents is such that they 
rather anticipate some level of incorrectness in beliefs and uneven standards 
of rationality, which leads to the utilization of best-response reasoning based 
on each agent’s cognitive efforts. 
 Imagine we are back in the bar with John and Isaac. How can epistemic 
conditions affect the resulting coordination? From what I have said, it is 
quite clear that John and Isaac may end up with the same drink (coordina-
tion is achieved) but as a result of different salience-based coordinating 
mechanism. For instance, If Isaac believes that John considers him to be 
tired and not caring too much about appropriate reasoning, then Isaac 
might reliably assess the situation as epistemically asymmetrical. In a sense, 
“John will think I am tired, and so he will choose beer because he thinks 
I will just pick something.” Moreover, epistemic asymmetry might be even 
bigger if we assume that John and Isaac are just colleagues from work who 
rarely meet, and they do not know each other very well. In this scenario, 
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application of the cognitive hierarchy reasoning looks plausible. On the 
other hand, by assuming that John and Isaac are close friends who trust 
each other, we can get an epistemically symmetrical context. John’s 
thoughts might be the following: “Isaac wants us to have the same drink 
and he knows that I want that too. Isaac will choose water because he 
thinks that I will be rational, and Isaac will believe that I think water is 
the best choice for both of us because it is a unique choice of non-alcoholic 
beverage.” Here, it is reliable to say that reasoning described by variable 
frame theory influence Isaac’s and John’s decisions. Of course, these two 
scenarios are just simple stories, but I hope they, at least, illustrate the 
major point of the paper—the epistemic context matter for coordination by 
salience. 
 Another implication of my reflections concerns the relationship between 
symmetrical and asymmetrical perspective. Based on epistemic grounds, it 
is more than plausible to say that variable frame and cognitive hierarchy 
theory are like two sides of the same coin. Under suitable epistemic circum-
stances, it is likely that an agent is well equipped to use the respective 
coordinating principle determined by the one theory without ruling out fu-
ture use of another principle. Thus, I think that this epistemic ramification 
can help us understand the diversity of coordination procedures and to rec-
ognize its contextual value. There might be coordination cases in which 
individuals consider strategic interaction favourable for epistemic sym-
metry: they trust their partner or have a positive evaluation of the group, 
or social bonds are tight and firm, etc. (Bacharach 2006, chap. 3; Colman, 
Pulford, and Rose 2008; Hindriks 2012). For all these factors influencing 
our perception of the epistemic environment of coordination games it seems 
legitimate to predict the outcome in accordance with variable frame theory. 
On the other hand, some conditions—payoff bias (Crawford, Gneezy, and 
Rottenstreich 2008) or prudential thinking (Cooper et al. 1990)—seem to 
fit with epistemic asymmetry, and favour cognitive hierarchy theory.  
 Finally, what does my conclusion say about the impact on experimental 
research? In most situations these theories imply the same result, yet when 
it comes to test cases predictions may diverge in various ways. My claim is 
that although we observe similar results (Mehta, Starmer, and Sugden 1994; 
Bardsley et al. 2010; Colman, Pulford, and Lawrence 2014) it proves little, 
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as we can still defend both theories. In my view, coordination by salience is 
a result of the involvement of two processes whose active impact on the final 
outcome is fundamentally—but not solely—determined by the epistemic 
niche of a given interaction. The challenge for future research might be to 
test experimentally factors entrenched in the epistemic conditions which in-
terfere with coordinating decisions and cause behavioural variations. 

6. Conclusion 

 In this paper, I have shown that if one wants to properly understand 
coordination by salience, it seems necessary to take into account the epis-
temic restrictions that are imposed on reasoning in different coordination 
procedures. Consequently, the two well-known and prominent theories, var-
iable frame theory and cognitive hierarchy theory should be regarded as 
complementary ways of explanation of salience-based coordination. Besides, 
I have suggested that the criteria of epistemic symmetry and epistemic 
asymmetry comprehensively specify tacit assumptions of theories and shed 
a light on the important difference build into their foundations. In variable 
frame theory, correct beliefs and belief in rationality, are prerequisites for 
the use of subsequent framing and the application of team reasoning. 
Whereas in cognitive hierarchy theory, the epistemic type of agents is such 
that they rather anticipate some level of incorrectness in beliefs and uneven 
standards of rationality, which leads to the best-response reasoning based 
on epistemic asymmetry. 
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Abstract: During the last decades several studies in cognitive psychology 
have shown that many of our actions do not depend on the reasons that 
we adduce afterwards, when we have to account for them. Our decisions 
seem to be often influenced by normatively or explanatorily irrelevant 
features of the environment of which we are not aware, and the reasons 
we offer for those decisions are a posteriori rationalisations. But exactly 
what reasons has the psychological research uncovered? In philosophy, a 
distinction has been commonly made between normative and motivating 
reasons: normative reasons make an action right, whereas motivating rea-
sons explain our behaviour. Recently, Maria Alvarez has argued that, 
apart from normative (or justifying) reasons, we should further distin-
guish between motivating and explanatory reasons. We have, then, three 
kinds of reasons, and it is not clear which of them have been revealed as 
the real reasons for our actions by the psychological research. The answer 
we give to this question will have important implications both for the 
validity of our classifications of reasons and for our understanding of hu-
man action. 
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tion; rationalization; reasons for action. 
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1. Introduction 

 Human beings consider, at least sometimes, what reasons we have to do 
something. When we do, according to a widespread view, what happens is 
the following: we usually act in the light of those reasons that seem to us 
to be the best, and then justify our action before others by putting forward 
the reasons that moved us to act. Imagine, for example, that I have been 
offered two jobs, one of which has a better salary and the other is in a city 
that I like. Which job I will accept depends on my weighing of those reasons 
(and others) and of which considerations are more important to me. After 
my decision, if I am challenged to justify it—“why did you do that?”—I 
will present those reasons that made me opt for one job rather than the 
other, hoping that my audience will see why I made the best choice. I will, 
then, engage in argumentation in order to show that those reasons that 
moved me to act in a certain way were the best reasons, all things consid-
ered. 
 This can be considered as the standard, common-sense view of reasoned 
action and justification of actions. We justify our actions by presenting 
reasons, and those are precisely the reasons for which we acted. Character-
isations of the rational agent or the critical thinker which focus on reasons—
as opposed to those which focus on the suitability of means to an end, for 
instance—tend to rely on this view of the relationship between reasons and 
action. According to Harvey Siegel, for example, a critical thinker is some-
one who is “appropriately moved by reasons” (1997, 49). And, in the liter-
ature on normativity and practical reasons, authors such as Scanlon (2014) 
and Kiesewetter (2017) define rationality in terms of responsiveness to rea-
sons. 
 The idea that we should justify our actions by putting forward the rea-
sons for which we acted seems like a plausible one. After all, there is a ten-
dency to see people as irrational—or, at the very least, hypocritical—when 
they act for one reason and afterwards attempt to justify their action by 
appealing to different reasons. Consider the case of someone who decides to 
study philosophy and holds that her reason for that decision is her love of 
knowledge, when in fact what moved her towards a philosophical career is 
her desire to enjoy a high cultural status. No doubt many of us would see 
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that behaviour as falling short of rationality—or, if she is aware of her real 
motivation, as insincere. 
 However, if this is how we should understand the rational justification 
of actions, then apparently we are in serious trouble. The empirical research 
in the psychology of reasoning has shown that human beings are very bad 
at identifying the causes of our own actions. A growing number of empirical 
studies have provided evidence that we lack access to the knowledge of what 
considerations move us when we act. The reasons that we put forward when 
we are challenged to justify our behaviour are not, it seems, those reasons 
for which we acted, but merely our best guesses about why we acted that 
way—even though no doubt those guesses are sometimes right. 
 How worried should we be by this conclusion? The purpose of this article 
is to give a tentative answer to this question. I believe that any such answer, 
if it is to be plausible, must be both philosophically and psychologically 
informed. Our philosophical accounts of practical reasoning need to take 
into account the empirical findings that indicate what feats human reason 
can and cannot achieve; and, at the same time, the psychological research 
must be based on a philosophical understanding of reasons so that it is clear 
what conclusions can and cannot be drawn from the empirical data. I will 
begin, in the next section, by reviewing the empirical studies in psychology 
of reasoning that cast doubt on our ability to detect the reasons that move 
us to act. Then, in section 3, I will present philosophical distinctions be-
tween kinds of reasons and I will provide an interpretation of the conclu-
sions of psychological studies in the light of those distinctions. Finally, in 
section 4, I will draw some preliminary conclusions about how all this should 
affect our conceptions of justification of actions and of rationalisation. 

2. Psychological research on reasons for action 

 Up until the 1970s, it was widely assumed by psychological researchers 
that we are aware of the mental processes that lead to our judgements and 
our behaviour (Kunda 1999, 265). In order to study people’s choices and 
evaluations, investigators resorted to self-report questionnaires in which the 
participants in the experiments were asked to state why they behaved as 
they did. Researchers who attempted to study the grounds for voting for a 
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political candidate or for choosing a job, for example, simply asked people 
why they voted for a certain candidate or why they chose a certain job. 
However, it eventually became manifest that such self-reports are not reli-
able. 
 In their ground-breaking article, Nisbett and Wilson (1977) reviewed a 
series of empirical studies in which a particular stimulus demonstrably in-
fluenced the participants’ actions and judgements but, when interviewed, 
the participants denied that influence and tended to explain their behaviour 
by reference to other factors. An example is the large number of experiments 
that showed the existence of the “bystander effect,” the fact that people are 
less likely to help a person in distress if there are many other onlookers 
around (Latané and Darley 1970). After the experiments, Latané and Dar-
ley asked the participants whether their decision to help or to abstain from 
helping had been influenced by the presence of other people. Despite the 
robust evidence that showed that a greater number of onlookers correlated 
with a failure to help, the participants systematically denied that influence. 
As the authors explain (Ibid., 124): 

We asked this question every way we knew how: subtly, directly, 
tactfully, bluntly. Always we got the same answer. Subjects per-
sistently claimed that their behavior was not influenced by the 
other people present. 

 Nisbett and Wilson also conducted a series of small studies in order to 
investigate the accuracy of causal explanations of one’s own behaviour 
(Nisbett and Wilson 1977; Wilson and Nisbett 1978). The experiments were 
designed in a way that resembled as close as possible situations of the real 
life, with little or no deception involved. Yet they were also designed so 
that the stimuli that would probably influence the participants’ behaviour 
were of a counter-intuitive sort and hence their influence could not be ac-
counted for by the participants’ prior causal theories of how people behave 
(Nisbett and Wilson 1977, 242). Therefore, those stimuli could only have 
been detected by the participants if they had genuine introspective access 
to their own cognitive processes. As expected, people were influenced by 
factors whose influence they could not detect—and, interestingly, the re-
searchers themselves were highly unsuccessful in their predictions of which 
factors would influence them. 
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 In one of those studies (Ibid., 243), the participants were asked to eval-
uate four pairs of stockings. They had to chose one of those pairs and, 
afterwards, they were asked why they had chosen it. The trick was that all 
the stockings were identical. Nisbett and Wilson observed that the stockings 
situated towards the right were preferred over the ones situated at the left. 
However, when the participants were asked about the reasons for their 
choices, the position of the article was never mentioned. In fact, when the 
researchers suggested that possibility to the participants, they denied it. 
The authors explain that (Wilson and Nisbett 1978, 124): 

Only a quarter of the subjects required any prompting to explain 
the basis of their choices. Most of the subjects promptly re-
sponded that it was the knit, weave, sheerness, elasticity, or 
workmanship that they felt to be superior. […] Not a single subject 
mentioned the position of the stockings as a reason for the choice. 

 Not only do we often fail to detect factors that cause our behaviours, 
but we also tend to report as reasons for our choices and judgements stimuli 
that actually had no effect on us. For example, in another experiment 
(Nisbett and Wilson 1977, 246), the participants had to predict how much 
electric shock they would take. Some of them were said that the shocks 
would do “no permanent damage,” while the others were not given that 
reassurance. Then, the researchers asked the first group whether that com-
ment had affected their predictions, and they asked the second group 
whether, had they made that comment, their predictions would have been 
different. Inclusion of the reassurance proved to have no effect on the pre-
dictions of how much shock the participants would take, but a majority of 
them reported that it affected their predictions. 
 What all this evidence shows is not merely that we are sometimes wrong 
when we report our reasons for our decisions and judgements—that would 
hardly be big news. Neither can it be concluded that we are always wrong; 
as Nisbett and Ross (1980, 211) admit, we are often accurate in our expla-
nations of the reasons for our behaviour. The worrying implication of that 
research on self-reports is rather that we lack introspective access to the 
reasons that guide our behaviour. The process by which we arrive at a belief 
of why we did something is the same whether that belief is accurate or 
inaccurate: we infer it from the known data and from our prior theories of 
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human behaviour. That is, it is the same process that we follow when we 
propose causal explanations of other people’s behaviour (Ibid.). If, for ex-
ample, I buy a bottle of water and I claim that I did so because I was 
thirsty, I am surely right. But this is so simply because we have a common-
sense theory of why people usually buy bottles of water, and that theory is 
largely correct. Notice, also, that it would be just as easy to identify the 
reason why someone else bought a bottle of water. This was Nisbett and 
Ross’s conclusion (1980, 211): 

Empirically, this means that under most circumstances subjects 
will be right in their causal accounts if and only if observers, 
working with similar externally available information, also are 
right. 

 The problems begin when there is no prior theory or when that theory 
does not fit the case at hand. If we fail to help a person in distress because 
there are many other people around, or if we choose a pair of stockings 
because they are situated on the right, then we are likely to give a wrong 
account of our behaviour, since we have no prior theory about the relation-
ship between those reasons and those actions. And, in those cases, we are 
just as likely to be wrong about our own behaviour as we are to be wrong 
about other people’s behaviour. The process is the same in both cases. 
 Of course, when it comes to our own behaviour we have access to data 
that we lack when we attempt to interpret someone else’s behaviour, such 
as our feelings, explicit goals, beliefs or memories (Nisbett and Ross 1980, 
203). However, Wilson argues that this private information can also mislead 
us. He points out that “the vast amount of inside knowledge we have about 
ourselves increases confidence in our self-knowledge, but does not always 
lead to greater accuracy” (Wilson 2002, 113). A stranger with no access to 
that information could be more accurate about the causes of our actions, 
and in fact this seems to be often the case. He concludes (Ibid., 112): 

Averaging across several studies, there seems to be no net ad-
vantage to having privileged information about ourselves: the 
amount of accuracy obtained by people about the causes of their 
responses is nearly identical with the amount of accuracy ob-
tained by strangers. 
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 If that conclusion is correct, then many of the processes that cause our 
actions and judgements are unconscious, just as the processes that are 
responsible for perception or textual comprehension. Kunda (1999, 270ff.) 
reviews other studies that provide evidence of those unconscious processes 
that influence our behaviour, including aspects such as implicit memory 
and subliminal perception. Some cognitive scientists have accepted the 
most dramatic implications of this conclusion regarding our conscious will. 
Evans, while admitting that there is a difference between voluntary and 
involuntary actions, questions the very existence of a conscious will (2010, 
177): 

‘We’ are not conscious persons in control of our behaviour and 
the reflective mind does not equal a conscious mind. The con-
scious person is a construction of the brain, an illusory narrative 
that accompanies us through life. 

In the same vein, Wegner (2002) talks about the conscious will as an “illu-
sion.” According to his theory of apparent mental causation, conscious will 
is not a cause of actions but simply a (possibly misguided) feeling that an 
action was caused by us. He explains (Ibid., 336): 

Apparent mental causation suggests that the experience of con-
sciously willing an act is merely a humble estimate of the causal 
efficacy of the person’s thoughts in producing the action. Con-
scious will is the mind’s way of signaling that it might have been 
involved in causing the action. The person’s experience of doing 
the act is only one source of evidence regarding the actual force 
of the person’s will in causing the action, however, and it may 
not even be the best source. 

 Although Wilson does not endorse the conclusion that conscious will is 
always an illusion, he admits that very often it is (2002, 48): “We may have 
the impression that we, our conscious selves, are in complete control, but 
that is at least in part an illusion.” 
 Now, if we accept these psychologists’ conclusion that we tend not to be 
(or perhaps never are) introspectively aware of what factors influence our 
actions and judgements, and in fact we are often wrong about them, the 
question is: how big a problem is that for our philosophical theories about 
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reasons for action and justification of actions? This is a very broad issue 
that cannot be solved in a single paper. As a first step, however, it would 
help to be clear about what exactly Nisbett and Wilson’s experiments un-
covered. Did they identify our real reasons for action? Or did they show us 
simply the causes of our actions? Are they the same thing? Sorting out this 
conceptual issue is the purpose of this paper, and to this I move in the next 
section. 

3. What reasons are we talking about? 

 The results of the experiments conducted by Nisbett and Wilson cer-
tainly seem to reveal something important that jeopardises our ideas of 
intentional action and justification of actions. But, what is it exactly that 
was identified in those experiments? In their articles, Nisbett and Wilson 
used a variety of terms to refer to the stimuli that influenced the partici-
pants’ behaviour: “influences,” “explanation,” “causes,” “causal factors,” 
and “reasons” for choice. The point was that there seemed to be a mismatch 
between the reasons stated by the participants in the studies and whatever 
it was—influences, reasons, causes—that explained their choices. Thus, 
a necessary first step in the assessment of the implications of those studies 
for our philosophical theories is the clarification of these factors that ex-
plained the participants’ behaviour. 
 The most natural interpretation, I believe, is that the experiments iden-
tified the causes of our actions and judgements. Now, it is well known that, 
according to some philosophical views, reasons for action just are the causes 
of our actions. Davidson (1963) famously argued for that view. If that is 
how we should understand practical reasons, then the discovery that people 
lack direct awareness to the causes of their actions obviously challenges our 
practice of giving reasons for our actions. If we cannot detect the causes of 
our behaviour, and practical reasons are precisely those causes, then it 
seems that the reasons we give for our actions are mere speculations. In 
that case, we cannot be sure for what reasons we did something, just as we 
cannot be sure how our stomach is digesting what we ate. 
 However, the philosophical literature has distinguished between differ-
ent kinds of reasons, and Davidson focused on only one of them: the kind 
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of reason that “explains the action by giving the agent’s reason for doing 
what he did” (Ibid., 685). Beyond reasons that explain the motivations of 
agents, there are also reasons that justify their actions. It is one thing to 
report what considerations motivated us to do something, and hence explain 
our action; it is something different to justify our actions with considera-
tions that make them the right thing to do (Dancy 2000, 20–25). The former 
kind of reasons has been called motivating reasons, whereas the latter has 
been called normative reasons. Thus, Parfit (1997, 99) says that normative 
reasons are those that we are looking for when we ask “What do we have 
most reason to want, and do?”; motivating reasons, on the other hand, are 
those in light of which we act. Dancy explains the distinction this way 
(2000, 2): 

There is the question what were the considerations in the light of 
which, or despite which, he acted as he did. This issue about his 
reasons for doing it is a matter of motivation. There is also the 
question whether there was good reason to act in that way, as we 
say, any reason for doing it at all, one perhaps that made it 
sensible in the circumstances, morally required, or in some other 
way to be recommended, or whether there was more reason not 
to do it. […] This second question raises a normative issue. 

 We can act for a good reason, in which case our motivating reason is 
also our normative reason, but it is also possible for these two kinds of 
reasons to diverge. Imagine, for example, that I voted for a certain political 
candidate because it seemed to me that she was the most honest and com-
petent one. Those were the reasons that I considered when I was deciding 
my vote, so those are the reasons for which I acted. When asked, I offer 
those reasons to justify my choice. In this case, my normative reasons are 
the same as my motivating reasons. But let us imagine a slightly different 
scenario. Imagine that, even though that political candidate was indeed the 
most honest and competent one, I did not take that fact into account when 
deciding my vote; instead, what motivated me to vote for her was that she 
was born in the same city as me. I still justify my vote before others by 
mentioning her honesty and competence, but I know that I voted for her 
because we were born in the same place. In this second case, my motivating 
reasons are different from my normative reasons. 
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 Let us differentiate, then, between: 

Normative reasons: Considerations that make an action the right thing 
to do, that count in favour of doing that action. 

Motivating reasons: Considerations that moved me to do something, 
those in the light of which I acted. 

 As Dancy (2000, 2) and Alvarez (2009) argue, this reference to two 
“kinds” of reasons should not be understood as implying that there are 
really two sorts of reasons—reasons that motivate and reasons that justify. 
They are different kinds of reasons only in the sense that they are offered 
in answer to two different questions: (1) what makes that action right?, and 
(2) why did you do that action? 
 Now, if we go back to Nisbett and Wilson’s experiments and ask what 
kind of reasons—if any—they have discovered, it seems clear that we can 
rule out normative reasons. The researchers, as we have seen, deliberately 
designed the experiments so that there were no good reasons to prefer one 
pair of stockings rather than another—they were all of the same quality. 
The reasons that the participants gave—the superior knit, weave, sheerness, 
elasticity, or workmanship—were false, and it is a commonplace in philos-
ophy that bad normative reasons are not reasons at all1. If anything, Nisbett 
and Wilson showed that the participants in the experiments could not offer 
any normative reasons. The experiments certainly did not uncover any nor-
mative reasons for there was none in those cases. 
 Yet, it is not obvious to me either that the findings of the experiments 
refer to motivating reasons. Those findings do refer to factors that explain 
people’s actions, but motivating reasons are not simply any kind of expla-
nation; motivating reasons explain actions only insofar as those actions were 
made in the light of reasons. That means that a causal factor would not 
count as a motivating reason if the agent has not consciously considered it 
and decided to act on the basis of it. For a cause of people’s actions to be 

                                                 
1  Dancy puts it at the very beginning of his book (2000, 1-2): “A bad reason for 
doing something, if it is not merely a not very good reason for doing it, can only be 
no reason at all for doing it; if so, it is not a reason in the sense intended, since it 
does not favour the relevant action.” 
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a motivating reason, they must at least recognise it as a reason and be 
guided by it. Suppose, for instance, that I fell on the street because a car 
hit me. It does not make sense to say that my motivating reason for falling 
was that a car hit me, i.e. that I was motivated to fall by the hit of a car. 
No doubt the hitting of the car explains the event, but it is not an expla-
nation in terms of motivation. 
 There is, however, a third possibility besides normative and motivating 
reasons: what Searle (2001, 111) calls “straight causal explanations” and 
Dancy (2000, 5) calls “reasons why.” These reasons do not involve consid-
erations that the agent takes to favour some action. Actions that are ex-
plained by “reasons why” are not performed in light of those reasons, but 
simply caused by them. This is the case with the explanation of the fact 
that I fell on the street that mentions the hit of the car. Many other events 
involve this kind of explanations, in which no reason was considered by the 
agent, as Dancy reminds us (Ibid.): 

What explains why one person yawned may be that someone else 
yawned just next to them. What explains why he responded so 
aggressively may be that he is having trouble at home or that he 
has taken a particular form of medication. What explains why he 
gave this student a better grade than she deserved is that he was 
unconsciously influenced by the fact that she always dresses so 
neatly (or something even less defensible). What explains why so 
many people buy expensive perfume at Christmas is the barrage 
of advertising on the television. What explains why he didn’t 
come to the party is that he is shy. In none of these cases are we 
specifying considerations in the light of which these things were 
done. 

 Dancy states that what these explanations involve “is not a reason at 
all, really, but rather a cause” (Ibid., 6). However, Alvarez (2009, 184) ar-
gues that its being a cause does not exclude its being a reason, since both 
terms belong to different domains: that of causation and that of explana-
tion. We use reasons to explain actions, and those reasons sometimes hap-
pen to be causes in the natural realm. Therefore, she proposes that, besides 
normative and motivating reasons, we should consider explanatory reasons. 
If we differentiate among different kinds of reasons on the basis of the role 
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they play in answering different questions, then the question of what ex-
plains an action is substantially different from the question of what moti-
vated the agent—even though, of course, the same reason can answer both 
questions. 
 We have, then, according to Alvarez’s proposal, three kinds of reasons: 

Normative reasons: Considerations that make an action the right thing 
to do, that count in favour of doing that action. 

Motivating reasons: Considerations that moved me to do something, 
those in the light of which I acted. 

Explanatory reasons: Considerations that explain why I did something, 
what caused my action. 

 Explanatory reasons are a better candidate for the kind of reasons that 
the psychological experiments revealed. They are causes that explain the 
participants’ actions without being at the same time motivating reasons, 
since the participants did not consider them and even denied their influence. 
Those reasons are causes in the same sense that taking a certain medication 
is the cause of aggressive behaviour. They influence our actions but we are 
unaware of that influence. 
 There is one crucial difference between explanatory reasons and the 
other two kinds of reasons, and that difference is what makes the findings 
of psychological experiments so shocking: explanatory reasons do not nec-
essarily involve human agency. Just as they can be used to explain human 
actions, they are also what explains events such as the rain, the collapse of 
a building or the movement of waves at sea. There are no normative or 
motivating reasons for events like these—water and buildings do not con-
sider reasons and do not attempt to justify their actions. So, when human 
actions are explained on the basis of explanatory reasons that are not also 
normative or motivating, that certainly feels like our sense of agency itself 
is being challenged. That may be all right for certain human actions, such 
as yawns or sudden outbursts of aggressiveness, but it is frightening to find 
out that it also involves actions for which we believe we have motivating 
reasons, such as choosing stockings of helping a person in distress. No won-
der some cognitive scientists have concluded that conscious will is an illu-
sion. 
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Should we then give up any talk of reasons altogether? Even though satis-
factorily solving this issue would require a longer discussion, and the main 
topic of the present article was to sort out the kinds of reasons that the 
psychological experiments are referring to, in the next section I will outline 
a path that—in my view—we should take. In order to sketch an answer 
that question, I believe we must go beyond Nisbett and Wilson’s experi-
ments and consider the role of a kind of reasons that initially did not seem 
empirically relevant: normative reasons. 

4. Justification, motivation and rationalisation 

 Normative reasons are importantly different from explanatory and mo-
tivating reasons. The question of what considerations count in favour of an 
action, what considerations make an action right, is not empirical but nor-
mative. The psychological research can test our conceptions of explanatory 
and motivating reasons—of what explains our actions and what motivates 
us—but only the philosophical reflection can test our views on normative 
reasons. What is right is right regardless of whether it explains our actions 
or motivates us. That is why Nisbett and Wilson’s experiments could not 
throw any light on normative reasons. 
 However, what interests us here is not merely whether normative rea-
sons exist. For normative reasons to be something more than a philosophical 
construct, they must influence our actions somehow. If the reasons which 
justify our actions have no influence on our behaviour, as the experiments 
that we have seen suggest, then it begins to look as if those reasons were 
merely epiphenomenal: they would play no role in the determination of our 
actions. 
 How could we measure the causal efficacy of normative reasons? The 
safest way, I believe, is to focus on the reasons that we offer with the delib-
erate purpose of justifying actions. Even though we often attempt to justify 
our actions by explaining why we performed them—i.e. by citing motivating 
reasons—normative reasons need not be also motivating reasons (Dancy 
2000, 3). Sometimes we simply argue that what we did was right without 
intending to explain what moved us to do it. Someone might, for example, 
argue that the choice of her academic career was a good one—because, say, 
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it has good job prospects and it fits her character—without even remem-
bering why she chose it in the first place. When we attempt to justify an 
action this way, what we offer is purported normative reasons—these in-
clude both genuine normative reasons and bad reasons, which, as was 
pointed out in the previous section, cannot be considered reasons. Some-
times the reasons with which people attempt to justify their actions are 
good ones, and sometimes they are false and hence they are not really rea-
sons. Normative reasons, therefore, are a subset of the purported normative 
reasons that people can offer. 
 Thus, my main claim in this section is the following: if the reasons that 
we consider and offer to justify actions play a causal role in our behaviour, 
then it follows that normative reasons are causally efficacious. That is, if 
purported normative reasons influence our behaviour, and normative rea-
sons are a subset of purported normative reasons, then normative reasons 
must influence our behaviour. In plain words, if our actions are influenced 
by reasons which we think (correctly or incorrectly) that would justify our 
actions, then it can be said that at least sometimes our actions are influ-
enced by reasons that do justify our actions. It would be very odd indeed if 
we were influenced by reasons but only the bad ones. 
 In fact, we have evidence that shows that at least sometimes purported 
normative reasons motivate our decisions and beliefs. The idea that people 
can take decisions and change their minds on the basis of reasons that show 
that some action is the right thing to do seems to be a necessary assumption 
in order to account for much of human behaviour. This can be seen most 
clearly in psychological experiments involving interpersonal argumentation. 
As Mercier and Sperber (2017, 264–265) point out, groups of people are 
more able to solve logical problems than individuals working alone, and this 
happens because people working in groups benefit from the exchange of 
reasons. For example, Trouche, Sander and Mercier (2014) showed that 
people who are confronted with arguments or who argue are more likely to 
solve logical problems such as those of the Cognitive Reflection Test (Fred-
erick 2005) and others. Their experiments were designed in a way that ruled 
out the effect of degrees of confidence of some participants on others, meas-
uring specifically the effects of good argumentation. Thus, they concluded 
that their results “make it clear that arguments, rather than confidence, are 
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the main factor explaining the performance of groups discussing intellective 
tasks” (Ibid., 1968). 
 According to Mercier and Sperber, the main function of the human fac-
ulty of reason is not to make better decisions but—at least sometimes—to 
make decisions for which we can come up with (allegedly) good reasons 
(Mercier and Sperber 2017, 255): “when people have weak or conflicting 
intuitions, reason drives them toward the decision for which it is easiest to 
find reasons—the decisions that they can best justify.” According to their 
argumentative theory of reasoning, the justifications that we offer or that 
we mentally rehearse do guide our actions. If purported normative reasons 
are understood as attempts to justify actions—as I have assumed here—
then they seem to influence decisions. Purported normative reasons can 
influence us in group discussion, as Trouche et al. showed; or, even when 
there is no interpersonal argumentation taking place, the prospective justi-
fication that we mentally rehearse leads us in the direction of the most 
acceptable reasons. 
 It may be thought that this conclusion clashes with certain experiments 
that show that rational argumentation rarely changes people’s minds, par-
ticularly in the moral realm (Haidt 2001). I admit that sometimes that may 
be the case and that the power of normative reasons is somehow limited. 
Nevertheless, this does not mean that they never have any effect. Cohen 
(2019, 715) addresses this problem and notes that: 

The point is that the marginalization of reason as only rarely 
effective is also an acknowledgement that it sometimes is effec-
tive. The claim is not that there is no causal footprint for reason-
ing and argumentation at all; rather, the claim is that the effects 
are limited. 

 In fact, just as there is evidence that arguments often fail to convince 
people in certain domains, we have also evidence that sometimes—not in-
frequently, I would say—arguments change people’s minds. As we have 
seen, the experiments that Mercier and his collaborators carried out and 
reviewed show exactly that. Moreover, I would like to add the observation 
that, even when the participants in an experiment fail to be convinced by 
arguments when they should, all the experiments have shown is that people 
have not been convinced immediately. There is still the possibility that  
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people keep thinking about the reasons they have heard and change their 
minds in the long run. In fact, Kjeldsen (2020) interviewed people about 
their experiences of changing their minds on important social or political 
issues and he found out that it took them between 4 and 9 years to do so. 
 Hence, normative reasons do not seem to be inert. They can lead people 
to take a decision or form a judgement, even if it takes time. But then, 
when such a thing happens, we can confidently say that those are people’s 
motivating reasons. Just as in Nisbett and Wilson’s experiments there was 
no way that the motivating reasons reported by the participants played 
any role in determining behaviour, in the experiments reviewed by Mercier 
and Sperber there seems to be no alternative to granting normative rea-
sons a causal role. Therefore, reasons are not a mere epiphenomenon; mo-
tivating reasons, i.e. conscious reasons with a causal power on our deci-
sions, exist. 
 Concluding that motivating reasons exist, however, is not much if those 
reasons can only be reliably detected in the laboratory. And here lies pre-
cisely the lesson that we should draw from the psychological research: we 
do not have direct access to the causes of our own actions, we just infer the 
possible causes from a body of data and a more or less accurate theory of 
human behaviour, so we can always be wrong about our alleged motivating 
reasons. We should not be confident that we did something for the reasons 
that we think we did it. We need to accept our unreliability even in the 
realm of our own actions. As Wilson suggests (2002, 113): “we all might 
want to be more humble about the accuracy of our causal judgments.” 
 So one lesson regarding our own self-reports is that we should 
acknowledge the possibility that we are wrong. What about other people’s 
accounts? In my view, taking that conclusion seriously should lead us to 
giving considerably less weight to motivating reasons in people’s attempts 
to justify their actions. Accounts of why people did something should not 
be given a predominant place in justifications of actions. When it comes to 
justification, we should focus on normative reasons, and these should be 
kept separate from motivating reasons. I believe this is a conclusion that 
we should accept in light of the unreliability of our reports of motivating 
reasons. If we do not want the weakness of those reports to be transferred 
to our practice of justifying actions, the kind of reasons that make an action 
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right or wrong should be relatively independent of the kind of reasons that 
explain why that action was done. 
 This may seem too radical a proposal, as it risks blurring the distinction 
between a genuine justification of an action and a rationalisation. Without 
that distinction, it may be thought that the very idea of rationality is in 
danger. I will use the rest of this section to try to dispel that worry. 
 In the most common sense of the term, a rationalisation is a purported 
account offered by an agent of one of her actions that (Audi 1985, 163): 

Offers one or more reasons for doing that action. 

Represents his doing that action as at least prima facie rational 
given those reasons. 

Does not explain why the agent did that action. 

 That is, a rationalisation is an attempt to justify an action (point 2) by 
offering normative reasons (point 1) that are not at the same time motivat-
ing or explanatory reasons (point 3). Someone might, for example, justify 
his decision not to eat peppers by asserting that they are bad for his health, 
when in fact his motivating reason is simply that he does not like them. 
But rationalisation so defined is exactly what, I have argued, theories of 
rational action should be more tolerant of. Should we then accept the fact 
that, as Mercier and Sperber (2017, 253) say, humans are rationalisation 
machines? In that case, it seems that we would be condoning widespread 
irrationality. The problem with the empirical studies that show that ration-
alising is what the human mind usually does is that they seem to warrant 
the conclusion that we are all irrational. As Cohen (Cohen 2019, 711) puts 
it: 

[…] a great deal, perhaps even most, of our reasoning turns out to 
be rationalizing. The reasons we give for our positions are seldom 
either the real motives or the effective causes of why we have 
those positions. The uncomfortable conclusion, unfortunately 
substantiated by too many empirical studies to dismiss, is that 
we are not as rational as we like to think. 

 However, I believe that we can dissipate (at least most of) the fear of 
irrationality if we do not underestimate the extent to which normative  
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reasons can be criticised. Justifications, even if they are rationalisations, 
can still be correct or incorrect. A match between purported normative 
reasons and motivating reasons is not the only way to check the correctness 
of justifications—it is not, in fact, the main one or even the most demanding 
one. Purported normative reasons by themselves must fulfil several criteria 
for them to constitute a satisfactory justification. One of those criteria is, 
of course, that they must be true, they must mention real facts. This crite-
rion alone allows us to see where the participants in Nisbett and Wilson’s 
stockings experiment got their justification wrong: they mentioned particu-
lar features that allegedly made certain stockings the best ones in the lot, 
whereas in fact all of them where identical. There is no need to appeal to 
their motivating reasons in order to conclude that their justifications were 
flawed. 
 Besides truth, we should also expect an agent’s purported normative 
reasons to cohere with those that the same agent has offered in similar 
circumstances. The principle that like cases should be treated alike is firmly 
established both in law and in ethics, but it is also relevant in other do-
mains. This principle helps us explain what might be wrong in the justifi-
cations offered by the participants in the bystander effect experiments per-
formed by Latané and Darley. Surely, those who helped the person in dis-
tress when there were few onlookers could have justified their action by 
saying that the person needed help, but if they do not help in a similar 
scenario with more onlookers, there might be an incoherence in the norma-
tive reasons they state.2 Again, as in Nisbett and Wilson’s experiments, we 
can talk about the rationality or irrationality of justifications without 
checking motivating reasons. 
 Consider, finally, a common example that Audi mentions (1985, 159–
160): “a person cites an altruistic reason he had for helping someone, when 
in fact he was motivated by selfish reasons.” If what explains that action is 
selfish reasons, one would expect that the person would not behave the 

                                                 
2  I say that there might be an incoherence because I am not sure that there is no 
relevant difference between the two scenarios to which the agent could rightly point 
out. After all, if there are many onlookers, the agent could always argue that she 
thought that someone would take care of the person in distress, and perhaps that 
could be a legitimate expectation. 
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same way in a situation in which she again must help someone but the 
selfish reasons are absent—there is no benefit for her. That would reveal an 
incoherence in her attitude towards purported normative reasons between 
both cases. Otherwise, if her behaviour is consistently helpful, it seems to 
me that insisting on the existence of a selfish motivation in order to criticise 
her reasons would entail a moral theory that is way too demanding. 
 All this is not intended to mean that we should never take into account 
motivating reasons when assessing justifications. Even within the bounda-
ries of a single action, sometimes a manifest mismatch between purported 
normative and motivating reasons can be reprehensible. If it is clearly ap-
parent, for example, that I intended to punch someone out of anger and, by 
sheer luck, I ended up moving him away from a bus that was going to run 
over him, thus saving his life, then I can hardly justify my action by saying 
that I saved his life. Anyone could see that my intention was to hit him. 
However, apart from clear cases like this one, our practice of giving and 
asking for justifications should not focus on mismatches between purported 
normative, motivating and explanatory reasons. We should accept that 
those mismatches are ubiquitous in human action, as the research in exper-
imental psychology has shown, but at the same time we can be confident 
that we have the resources to assess justifications by themselves. 

5. Conclusion 

 Research in cognitive psychology during the last five decades has shown 
that, in many situations, the reasons with which people explain their own 
actions and judgements do not correspond to the real factors that caused 
them. This finding has led to the conclusion that people do not have intro-
spective access to the causes of their own behaviour; instead, people infer 
them, just as they would if they were observers of someone else’s behaviour. 
Such a conclusion seems to cast doubt on the significance of our practice of 
justification of actions and exchange of reasons. However, in order to fully 
understand the philosophical implications of the results of psychological re-
search, we need to be clear about what kinds of reasons psychologists are 
talking about. 
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 In the philosophical literature, three kinds of reasons have been distin-
guished, according to the kind of question that they answer: normative rea-
sons, considerations that make an action right; motivating reasons, consid-
erations in light of which the person acted; and explanatory reasons, con-
siderations that explain what caused an action or an event. The problem 
with the psychological experiments, we saw, was that the participants of-
fered purported motivating reasons that did not explain their choices at all; 
instead, what explained their choices were explanatory reasons that the 
experiments uncovered and of which the participants were unaware. That 
challenges the reality of motivating reasons, and we are left only with nor-
mative reasons that, for all we know, could have no effect on behaviour 
whatsoever—they could be epiphenomenal. 
 However, we also saw that certain behaviours could only be plausibly 
accounted for by the influence of purported normative reasons. If our per-
formance in a logical task is better when there is argumentation, and if we 
tend to lean towards the most justifiable decisions when our intuitions 
about what to do are weak, that gives us grounds for believing that some-
times purported normative reasons do guide our actions. If that is the case, 
then actual normative reasons—being a subset of purported normative rea-
sons—must at least sometimes influence our behaviour. The problem, given 
our lack of introspective access to the causes of our behaviour, is that in 
practice we can never be sure that, in a particular instance, we are genuinely 
motivated by normative reasons. For this reason, I argued that our assess-
ments of the reasons produced by agents should not give much weight to 
whether they are also motivating reasons or not—i.e. whether they are ra-
tionalisations of actions. Outside laboratory conditions, the identification of 
motivating reasons is a tricky issue and it is bound to lead to speculations, 
and we have the conceptual resources to assess purported normative reasons 
in themselves. 
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Abstract: Physicalism demands an explication of what it means for 
something to be physical. But the most popular way of providing 
one—viz., characterizing the physical in terms of the postulates of a 
scientifically derived physical theory—is met with serious trouble. 
Proponents of physicalism can either appeal to current physical the-
ory or to some future physical theory (preferably an ideal and com-
plete one). Neither option is promising: currentism almost assuredly 
renders physicalism false and futurism appears to render it indeter-
minate or trivial. The purpose of this essay is to argue that attempts 
to characterize the mental encounter a similar dilemma: currentism 
with respect to the mental is likely to be inadequate or contain false-
hoods and futurism leaves too many significant questions about the 
nature of mentality unanswered. This new dilemma, we show, threat-
ens both sides of the current debate surrounding the metaphysical 
status of the mind.  
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1. Introduction 

 Physicalism faces what is known as “Hempel’s Dilemma.”1 This dilemma 
emerges in an attempt to answer the question of how we are to characterize 
the physical. Not to put too fine a point on it, we can either choose to 
characterize it in terms of some current theory or some future theory. Those 
who support the second option typically appeal to a complete and ideal 
future theory. Neither option seems particularly promising: Choosing cur-
rent physical theory would almost assuredly make physicalism false or in-
coherent,2 and choosing a future theory would seem to render physicalism 
indeterminate or perhaps trivial.3  
 The purpose of this essay is to argue that a similar dilemma threatens 
any (non-eliminativist) approach to the mental that attempts to answer 
significant metaphysical questions about the status of the mind. The idea 
itself is fairly straightforward: Currentism with respect to the mental is 
likely to lead to false claims and futurism leaves too many questions unan-
swered. Insofar as a metaphysical position takes the content of “mental” as 
either settled or unproblematic, it will falter against the Scylla and Cha-
rybdis of this dilemma. The dilemma thus threatens the foundations of the 
current debate surrounding the metaphysical status of the mind. 

                                                 
1  Hempel (1969; 1980), but see also Chomsky (2000), Crane and Mellor (1990), 
and Melnyk (1997). 
2  If “physical” means the posits of current physics, then physicalism—the view 
that holds that everything that exists is physical—is false because the inventory of 
current physics is incomplete. In addition, if understood in terms of current physics, 
physicalism is likely incoherent because of the existing inconsistencies between the 
subfields of physics (Wilson 2006) 
3  We do not know what such a future theory would look like, nor do we know 
whether it will end up positing mental entities as fundamental. The fact that it is 
not possible to determine which of these options—indeterminancy or triviality—will 
obtain just further highlights the epistemic challenges facing those who embrace the 
second horn of the dilemma. 
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 We want to be absolutely clear about what is, and is not, on offer. The 
dilemma provides neither a positive argument for physicalism nor a refuta-
tion of anti-physicalism. The challenge posed by the existence of phenome-
nal consciousness to physicalist attempts to understand our place in the 
world does not magically disappear by acknowledging the difficulties that 
characterizations of the mental face. What the dilemma does is to expose 
an important blind spot shared by many standard positions in the philo-
sophical discussion of the metaphysical status of the mental. Many partici-
pants in this discussion acknowledge the need for precision and nuance when 
it comes to articulating the ways in which the mental could be related to 
the physical. It is precisely due to such a concerted and sustained effort to 
better understand the relationship between the mental and the physical 
that the literature has been populated by attempts to describe and refine 
the notions of identity, reduction, supervenience, realization, emergence, 
and grounding and apply them to the mind-body problem.4 Furthermore, 
both proponents and critics of physicalism have rightly paid much attention 
to the nature of the physical, asking what it is and how it can be defined.5 
Unfortunately, however, the very same participants often fail to apply the 
same kind of rigor and questioning attitude when it comes to the nature of 
the mental as it figures in the mind-body (or brain) problem. Instead, they 
typically appeal to intuitive, rough-and-ready characterizations of the men-
tal (qua mental phenomenon) that are thought to suffice for the purposes 
of examining the metaphysical status of mentality.  
 There are prima facie reasons to question the adequacy of such charac-
terizations. Consider the case of vitalism. Historically, the phenomenon of 
life was thought to provide a clear exception to materialism. One factor 
contributing to vitalism’s demise was the inability of its supporters to settle 
on a precise characterization of vital forces (Mayr 1982). The comparison 
between consciousness and life has on occasion been dismissed as little more 

                                                 
4  The literature is too expansive to review here. For recent surveys, see Elpidorou 
(2017), Stoljar (2015), and Tiehen (2018). 
5  See, e.g., Bokulich (2011); Dove (2016); Dowell (2006); Melnyk (1997) and 
(2003); Montero (2001) and (2009); Montero and Papineau (2005); Ney (2008); Spur-
rett and Papineau (1999); Stoljar (2001); Tiehen (2016); Vicente (2011); Wilson 
(2006); Witmer (2016); and Worley (2006). 
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than a weak argument from analogy (e.g., Chalmers 2003). However, the 
overall success of physicalist explanations of phenomena that were previ-
ously thought to be exceptions to physicalism (Melnyk 2003) and the ap-
parent causal closure of the physical (Papineau 2001) suggest that a more 
robust account of the mental might be required, just as a richer account of 
life was required. To put the same point somewhat differently, we need to 
have reasons that are not shaped by retrospective bias to think that our 
ideas about the nature of the mental are more solid than our past ideas 
about life. In the absence of such reasons, the rich, robust, and diverse 
circumstantial case for physicalism weighs heavily and forces us to take 
seriously the idea that there might be more to the mental than what our 
intuitive characterizations of it reveal. 
 Our aim in this paper is to demonstrate why an appeal to an intuitive, 
pre-theoretical notion of the mental is insufficient for the purposes of inves-
tigating the ontological status of the mental and specifically, of conscious-
ness. Although a comparison between vitalism and physicalism (or between 
the concept of life and the concept of mental) is suggestive, our case does 
not rest on that comparison. In fact, we will show that there are reasons 
internal to the debate pertaining to the ontological status of consciousness 
that support the need for a rich account of the mental. Because of that, 
characterizations of the mental—just like those of the physical—face 
a choice between currentism or futurism. 
 There has been remarkable progress in both scientific and philosophical 
investigations of the nature of mentality. Precisely because of such progress, 
the nature of mentality cannot be assumed to be an unproblematic given. 
Indeed, we have not reached a settled understanding of the mental yet, nor 
do we know enough to predict confidently how future theories will describe 
the mental. But if the meaning of “mental” as this figures in the mind-body 
problem is unclear, not fully understood, or subject to revision and change, 
as we will argue that it is, then claims about the relationship between the 
mental to the physical would also be unclear, not fully understood, or sub-
ject to revision and change. According to our view, progress in resolving the 
mind-body problem is unlikely to take place without first acknowledging 
that we have only a limited grasp of the nature of mentality.  
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2. Why is this a New Dilemma? 

 Given that our dilemma mirrors Hempel’s Dilemma to some degree, one 
might wonder why there has been almost no discussion of it to date.6 One 
reason may be the perception that anti-physicalism and non-physicalist 
views just do not face the same sort of questions as physicalism. Giving 
voice to this perception, Levine and Trogdon (2009, 356) write: 

A longstanding issue in the philosophy of mind is how to specify 
the sense of “physical” at issue with materialism. There is no 
corresponding problem, however, for specifying mentality; mental 
properties are either conscious properties or intentional proper-
ties.  

We do not take Levine and Trogdon’s remark as proof that there is an 
agreed-upon characterization of the mental. What the quoted passage sug-
gests instead is that, compared to the task of articulating the physical, 
describing the mental is an easier task. In the case of the mental, we have 
some grasp of the essence of mentality: whatever the mental is, it is either 
the phenomenal or the intentional, or both. Such an understanding of the 
mental can then serve as our starting point in sketching out the various 
positions in the debate surrounding the ontological status of the mind and 
its relationship to the brain, body, and world.   
 As a matter of actual philosophical practice, there appears to be little 
disagreement concerning how to broadly define the mental. Although we do 
not quarrel with the cultural or sociological significance of this claim, we do 
challenge the notion that such general agreement regarding the mental set-
tles anything. Consider, for example, what would happen if all the philoso-
phers who support physicalism got together and agreed once and for all 
that the physical should be defined in terms of a commitment to Cartesian 
corpuscles. Ex hypothesis there would be no disagreement concerning how 
to characterize the physical. But this would not in any way remove the 

                                                 
6  The only explicit discussion of this new dilemma that we have found is in (Gillett 
and Witmer 2001). Tellingly, they dismiss it straight away. They contend that our 
special epistemic access to mental entities blocks the dilemma. See section 3 below 
for a discussion of this approach. 
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challenge posed by Hempel’s Dilemma, which has nothing to do with phil-
osophical agreement and everything to do with accuracy and truth.  
 Reflecting a kind of philosophical common sense (at least within analytic 
philosophy), Levine and Trogdon offer a disjunctive characterization of the 
mental, defining it in terms of either conscious or intentional properties. 
Because conscious properties are central to so many of the important de-
bates concerning the mental and the physical, we are going to focus on them 
exclusively in this essay. However, the same arguments that we employ with 
respect to characterizing the mental in terms of conscious properties can be 
employed mutatis mutandis to attempts to define it in terms of intention-
ality.7 When we turn to questions concerning the nature of conscious prop-
erties, we find that there is a great deal of disagreement concerning how to 
define them. In other words, all that is accomplished by the disjunctive 
characterization offered above is that it pushes the problem down a level. 
Or so we will argue in section 3. 
 An additional reason for the lack of consideration of our proposed di-
lemma is that claims about the mental play a different role in the debate 
over physicalism than our claims about the physical. At a minimum, phys-
icalism rests on the universally quantified claim that all relevant phenom-
ena, including those that we identify as mental, are ultimately physical. 
Under the typical rough-and-ready formulation, physicalism holds that 
there is nothing over and above the physical. Hempel’s concerns our pur-
ported inability to arrive at a characterization of the physical that is able 
to support this universal claim. In particular, supporters of the dilemma 
focus on our inability to rule out fundamental mental properties, entities, 
events, etc. that would seem to violate physicalism. Given this, a strictly 
analogous dilemma would apply to idealism or what might be called men-
talism (the claim that there is nothing over and above the mental). Of 
course, contemporary adherents of this sort of metaphysical position are 
hard to find. Instead, anti-physicalists tend to defend the existentially quan-
tified claim that particular mental properties, entities, events, etc. are ulti-
mately not physical ones. Thus, if our dilemma is to be relevant to contem-
porary debates, it needs to undermine our confidence in our ability to 
                                                 
7  Indeed, we suggest that it will likely be easier to make the case with respect to 
intentional properties because their theoretical nature is more apparent. 
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characterize mental phenomena in such a way that confirms or disconfirms 
this more circumscribed metaphysical thesis. In keeping with this, we en-
deavor to show that our dilemma does indeed undermine confidence in such 
claims. We argue that neither our current understanding of the mental nor 
our projectible future understanding is up to the job of settling such meta-
physical questions. 
 The lack of discussion of our proposed dilemma could also be due to the 
fact that it is a late entry into a crowded field. We already know that the 
mental presents special philosophical challenges. After all, there is an ex-
tensive literature on a number of well-established problems concerning the 
mental–including the relationship, causal or otherwise, between the mind 
and body (Jackson 1982; Chalmers 1996; Kim 1998; Libet 1985; Robb and 
Heil 2013), the hard problem of consciousness (Chalmers 1996), the 
knowledge argument (Jackson 1982, 1986), and the explanatory gap (Levine 
1983; Nagel 1974). Do we really need a new problem concerning the mental? 
We think that we do. One of the reasons that we think this is that the 
problem identified in this essay is very different than the other better-known 
problems. Indeed, it creates conceptual challenges for most of the currently 
identified problems because they generally view the mental as a serious 
threat to physicalism or, more broadly, naturalism. Following Jackson 
(1998), we can categorize most of the traditional puzzles as “location prob-
lems” where the core issues are concerned with how to place mental entities 
or properties in a physical or natural world. These problems generally de-
pend on accepting certain positive claims about the nature of the mental. 
The new dilemma—which we will heretofore refer to as “DaM” for Dilemma 
about the Mental—seems to make both the formulation and solution of 
location problems harder. 
 Lastly, one might think that DaM does not apply to the mental because 
of the general perception that the sources of Hempel’s original dilemma are 
the very features of physicalism that supporters of alternative metaphysical 
accounts of the mental oppose, such as commitments to metaphysical nat-
uralism, reductionism about the mental,8 and perhaps some variety of 

                                                 
8  Here we are treating reductionism as the position that holds that the mental is 
nothing over and above the physical. 
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scientism.9 Because many metaphysical stances on the mental involve an 
explicit disavowal of these features,10 it is not surprising that their support-
ers would not worry about an analogous dilemma.11 We suggest that this 
perception is mistaken. Hempel’s Dilemma primarily arises from two related 
elements. The first is a set of reasons to think that our current understanding 
of the physical is incomplete or inadequate. Certainly the fact that, taken as 
a whole, contemporary physics is inconsistent counts as a red flag (Wilson 
2006). The second is a set of reasons to think that our future understanding 
will be theoretically transformative in ways that are difficult to appreciate 
from our current epistemic standpoint. A history consisting of profound 
theoretical upheavals with respect to our conception of the physical provides 
an inductive case for the likelihood of radical future theoretical innovation.  
 We propose that analogs of these two elements—neither of which requires 
a commitment to naturalism, reductionism, or scientism—are present with 
respect to the mental. We take our current understanding of the mental to 
be, at the very least, significantly incomplete or inadequate. And we believe 
that a future understanding of the mental is likely to be theoretically trans-
formative. Consider, for example, what the possibilities of conscious AI, tele-
portation, or brain-to-brain communication could teach us about the mind. 

3. Troubles with currentism  

 In this section, we set out to accomplish two things. First, we argue 
that there is actually substantial disagreement concerning the nature of 

                                                 
9  The term scienticism is often used with a negative connotation. However, there 
has been a recent effort to reclaim the positive sense of this term (e.g., Ladyman and 
Ross 2007) in much the same way that some philosophers of mind have sought to 
reclaim the positive sense of reductionism (e.g., Churchland and Churchland 1992). 
10  It is important to recognize that this characterization is not universal. For 
example, Chalmers (1996, 128) defends a form of dualism that “…is naturalistic be-
cause it posits that everything is a consequence of a network of basic properties and 
laws.” 
11  Physicalists, on the contrary, are not particularly focused on finding new prob-
lems concerning the mental. 



A Dilemma about the Mental 875 

Organon F 28 (4) 2021: 867–895 

conscious properties. Second, we contend that this disagreement throws 
currentism into question.  

3.1. Historical precursors 

 Before we get to our argument, we want to acknowledge that our focus 
on the question of how to characterize conscious properties is not without 
precedent. We are not the first to highlight the philosophical importance of 
this issue. Consider a well-known anecdote concerning a public interaction 
between the philosophers Herbert Feigl and Rudolph Carnap (we are relying 
on Tim Crane’s 2007 recounting of this event). In the course of a talk defend-
ing physicalism at UCLA, Feigl admitted that science had yet to provide 
a physical explanation of the qualia associated with phenomenal experience. 
Carnap, who was is in the audience, purportedly interrupted Feigl, and the 
following exchange is supposed to have happened (Crane 2007, 16-17): 

 Carnap:  But Feigl, there is something missing from your lecture. Science 
is beginning to explain qualia in terms of the alpha factor! 

 Feigl:   Carnap, please tell me: What is the alpha factor? 
 Carnap:  Well, Feigl if you tell me what qualia are, I’ll tell you what 

the alpha factor is. 

Whether or not this conversation actually occurred in this manner, we agree 
with Crane that the point about qualia is well taken.12 Too many philo-
sophical discussions about consciousness in general and phenomenal  
conscious properties in particular rest on the implicit assumption that these 
phenomena are well understood. 
 Carnap’s rejoinder fits with the general positivist emphasis on the need 
for philosophers to clearly define their terms, preferably in a way that 
meshes with the physical sciences. We raise the question of how to charac-
terize conscious properties for different reasons than Carnap: we are not 
positivists, we are not defending physicalism, and we are not dismissing the 
                                                 
12  In another article, Crane (2001, 170) laments: “To have a clear understanding of 
this problem, we have to have a clear understanding of the notion of qualia. But 
despite the centrality, it seems to me that there is not a clear consensus about how 
the term ‘qualia’ should be understood, and to this extent the contemporary problem 
of consciousness is not well-posed.” 
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relevance of conscious properties. We don’t even fully agree with Carnap 
about the facts on the ground. In contrast to his assessment, we think that 
philosophers have in fact tried to tell us what conscious properties are. 
Indeed, a lot of work has been done on this topic in the intervening decades. 
The trouble is that these philosophers often provide very different answers, 
and their disagreement threatens the first horn of the dilemma. 

3.2. The center will not hold 

 To date, we have found only one explicit discussion of something like 
DaM: Gillett and Witmer (2001) acknowledge the prima facie plausibility 
of such a dilemma but then argue that it is blocked by our special epistemic 
access to mental entities. However, special epistemic access is not enough 
to block DaM because even if we grant that such access exists this would 
not guarantee that one possesses an adequate understanding of the mental. 
This seems particularly true of consciousness itself, which of course lies at 
the center of the disagreement over the status of mental entities. Chalmers 
(1996, 3) himself notes that consciousness, “can be frustratingly diaphanous: 
in talking about conscious experience, it is notoriously difficult to pin down 
the subject matter.” Indeed, the claim that we have some kind of special or 
privileged access to our mental states often reduces to one or both of the 
following claims: (i) Mental states are self-luminous (if a subject is in mental 
state M, then the subject knows that they are in M) and (ii) Mental states 
are incorrigible (if a subject believes that they are in mental state M, then 
they are in M). Neither claim suffices to show that we know the nature of 
our mental states.  
 Even if one restricts the mental to (phenomenally) conscious properties, 
our understanding depends upon our conceptualization of such properties. 
What this shows is that what we take to be features of conscious properties 
depends on the nature of our phenomenal concepts (i.e., the concepts that 
we use when we introspectively examine the phenomenal character of our 
experience). If the deployment of phenomenal concepts in introspection re-
veals to us the entire13 nature of their referents, then currentism is safe. But 

                                                 
13  If phenomenal concepts reveal only part of the essence of their referents, then 
we could still be mistaken about the nature of consciousness and qualia.  
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why should one accept such a strong claim? The use of phenomenal concepts 
may reveal only part of the essence of their referents, or it may only reveal 
accidental features of their referents (ones that allow us to uniquely identify 
them in the actual world), or it may fail to reveal any features at all.14 If 
any of these three possibilities could be true, then it would undermine cur-
rentism.  
 Moreover, there are very good reasons to be concerned about our current 
understanding of conscious properties. Their precise nature has been—to 
echo the quote from Chalmers given above—notoriously difficult to pin 
down. Responding to the question of what qualia are, Block (1980, 278) 
famously quipped “As Louis Armstrong said when asked what Jazz is, ‘If 
you got to ask, you ain’t never gonna get to know’.” The trouble is that a 
number of people have asked and, more importantly, given different an-
swers.15 Some categorically deny the existence of qualia at all (Dennett 
1991). Others deny that qualia exist where one might think that they 
should. For instance, Tye and Harman, utilizing the supposition that expe-
riences are transparent or diaphanous, have claimed that qualia are not 
properties of our visual experiences (e.g., Harman 1990; Tye 2000; cf. 
Dretske 1995).16 Some make the controversial claim that qualia are (or re-
duce to) the representational contents of our experiences (e.g., Dretske 1995; 
Lycan 1996). Others hold instead that qualia are intrinsic, non-representa-
tional properties of our experiences (e.g, Block 1990; Peacocke 1983). Yet 
others hold a relational (i.e., direct realist) account of qualia (e.g., Campbell 
                                                 
14  See Nida-Rümelin (2006) and Goff (2011) and critical discussions in Diaz-Leon 
(2014), Elpidorou (2016) and Trogdon (2016). 
15  Our discussion of qualia in this section follows that of Crane (2001). We re-
commend looking to his paper for a richer and more detailed discussion of the diver-
sity of opinion that exists within the philosophical literature concerning this funda-
mental notion. 
16  Tye (2017) explains: “[Q]ualia, conceived of as the immediately ‘felt’ qualities of 
experiences of which we are cognizant when we attend to them introspectively, do 
not really exist. The qualities of which we are aware are not qualities of experiences 
at all, but rather qualities that, if they are qualities of anything, are qualities of 
things in the world (as in the case of perceptual experiences) or of regions of our 
bodies (as in the case of bodily sensations). This is not to say that experiences do 
not have qualia. The point is that qualia are not qualities of experiences.” 
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2002; Brewer 2011). Finally, there is even disagreement as to what organ-
isms undergo states with qualia. Do insects, for instance, experience qualia?  
 The aforementioned disagreements are substantial. If we do not know 
where on the phylogenetic scale qualia start to appear, then we do not have 
a good understanding of the necessary biological conditions for their exist-
ence. If we do not know whether qualia should be individuated narrowly or 
widely, then we do know what kind of contribution (causal or constitu-
tional) the world makes. And, most importantly, if we cannot agree whether 
qualia are properties of experiences or not, then it is unclear whether we 
have really understood the notion of qualia. 
 But isn’t there something intuitively clear and distinctive about our con-
scious experiences (e.g., Chalmers 2010)? Don’t we know that in some sense 
or another qualia must exist? Don’t we know what the redness of the setting 
sun is? If so, isn’t that, admittedly minimal, and pre-theoretical understand-
ing of qualia sufficient to furnish us with a satisfactory account of mentality? 
The answer, we believe, is simply “No.” As noted by both Crane (2001) and 
Keely (2009), many of the same claims that are made in support of qualia 
were made about the currently disfavored notion of sense-data. For example, 
Price in an article from 1932 (quoted by Crane 2001, 175) explains: 

The term sense-datum is meant to be a neutral term … The term 
is meant to stand for something whose existence is indubitable 
(however fleeting) something from which all theories of percep-
tion ought to start. 

Now the mere fact that many of the same, controversial claims made about 
qualia were made about the earlier notion of sense-data does not in and of 
itself show that the former are false, but it does suggest that more is needed 
to settle the matter than a careful self-examination of our inner experience.  
 Furthermore, the minimal understanding of qualia that one is able to 
find when one introspects on one’s experiences is insufficient to answer the 
many questions that would allow us to expose the nature of qualia. Can 
one, simply by focusing on the painfulness of pain or the redness of a Rothko 
painting, settle whether qualia are properties of experiences or not? Can 
they determine whether the environment or our bodies make a constitutive 
contribution to the content of our experience? Can they tell whether it is a 
possible for a physical and functional duplicate of an acrophobic subject to 
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fail to experience fear when they stand near the edge of a tall building? Can 
they resolve the issue of whether qualia are physical or not? By itself, a 
minimal, pre-theoretical understanding of qualia, if such a thing exists, can-
not settle the nature of mentality. This is evident not only by the vast array 
of diverging and in some cases contradicting accounts of qualia, all of which 
seem to appeal to this pre-theoretical notion of qualia (see, e.g., Tye (2017) 
for an overview), but also by the fact that attempts to specify further the 
nature of qualia require substantial assumptions about the nature of intro-
spection, awareness, representation, and concepts. 
 One could argue that our focus on qualia is somewhat dated. In other 
words, one could possibly claim that our discussion of currentism is not 
current enough. Current discussions of conscious properties—so the argu-
ment might go—are not as reliant on either the term or the concept of 
qualia. We are willing to grant the possibility that such a shift might be 
underway. One might even be able to find quantitative evidence for the 
waning influence of the concept of qualia (tied perhaps to the decreased use 
of this term). This, however, would not be enough to undermine our general 
point. What needs to be shown to do this is that significant theoretical 
disagreement about the precise nature of conscious properties does not exist. 
We hold the line here and maintain that, if anything, the level of disagree-
ment has increased. In fact, it seems likely that the very reason for the 
emerging distaste for the term qualia (a distaste which is by no means uni-
versal) is a lack of agreement about the nature of qualia. Moreover, it is 
hard not to see how this purported shift away from qualia is not grist for 
our mill. After all, if the notion of qualia is currently falling out of favor the 
way that sense-data fell out of favor decades ago, then we have some in-
ductive reason to question our current understanding. Again, this is not an 
argument that we will never arrive at a successful theory. More importantly, 
it is not an attack on the effort to theorize about the nature of conscious 
properties. Instead, it is merely pointing out there is reason to think that 
our current understanding is not accurate or secure enough to settle im-
portant metaphysical questions.  
 We propose that the existence of significant disagreement about the very 
nature of conscious properties impugns our current state of knowledge. This 
is not a denial of the existence of conscious properties but rather an 



880  Guy Dove – Andreas Elpidorou 

Organon F 28 (4) 2021: 867–895 

assessment of our current understanding of them. Despite appearances to the 
contrary, our current understanding of mentality (at least as it is defined 
relative to conscious properties) is far from complete and likely to be mistaken 
in significant ways. Future developments in philosophy, biology, neurosci-
ence, and psychology could render many of our beliefs about mentality 
false.17 

4. The prospects of futurism 

 Above we argued that our current understanding of mentality leaves 
much to be desired. Could one characterize the mental in terms of a final 
and complete theory or account of the mental? Just as any meaningful form 
of physicalism must avoid positing sui generis non-physical entities, any 
meaningful and positive account of the character and ontology of the mental 
must avoid a robust eliminativism in which the mental does not exist. We 
believe that a futurist approach is fraught with difficulties. Our main con-
tention is that, given our current epistemic standing in regard to mentality, 
the shape of this final theory or account is severely and problematically (for 
present purposes) indeterminate. This is due primarily to two facts. First, 
there are a number of competing theories of the mental that might turn out 
to be true. Second, most (if not all) of these possible final theories are rad-
ically transformative insofar as their success would require a substantial 
revision of our current understanding of the mental. The question remains: 
Does this revision amount to a wholesale rejection of the mental as it is 
currently understood or not? We suggest that we do not know enough about 
the future outcomes of our theories of mentality to be in a position to make 
an informed judgment about their content. 
 Consider for instance the following possible final theories about the men-
tal: emergentism, non-reductive physicalism (e.g., realization), neutral mon-
ism, property dualism, panpsychism, or something completely new and  

                                                 
17  Scientific discoveries, e.g., blindsight (Weiskrantz 1980) and the two visual stre-
ams hypothesis (Milner and Goodale 2006), and conceptual advances, e.g., the phe-
nomenal/access consciousness distinction (Block 1995) have transformed our un-
derstanding of consciousness and thus of mentality. 
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unknown. Obviously the last option is a non-starter as a means of avoiding 
indeterminacy. But all the other ones are also problematic. Indeed, many 
of the problems that beset a currentist attempt to define the mental also 
beset these future theories. As we saw in the previous section, our current 
understanding of conscious properties is at best incomplete. On the one 
hand, there is significant disagreement about the nature of conscious prop-
erties, and on the other hand, any understanding of conscious properties 
that can serve as the “common denominator” across different positions ap-
pears to be incapable of settling substantial questions about the character 
of the mental. Consequently, any attempt to characterize the mental on the 
basis of a future theory that utilizes our current understanding of qualia 
would be problematic insofar as the content of such a future theory is (given 
our current epistemic perspective) severely indeterminate. We just do not 
know which of the many competing accounts of the mental we ought to 
accept, and if we opt for a minimal (or “thin”) understanding of the mental, 
then our future theory will fail to specify the ontological status of the men-
tal. The point is simple: we don’t know enough about qualia right now to 
be able to draw meaningful conclusions concerning how the notion of qualia 
will be developed in the future.  
 Finally, it will not work to characterize the mental in terms of a final 
theory but not specify whether that theory is, e.g., panpsychism, neutral 
monism, or realization physicalism. Each of them tells us something rad-
ically different about the nature of mentality. Put crudely, the first holds 
that the mental is fundamental, the second holds that fundamentally 
nothing is mental, and the third holds that the mental exists but only 
derivatively (it is nothing over and above the physical). The fact that some 
of our candidates for a final theory of the mental are deeply at odds with 
each other shows that before we can define the mental by using one of these 
theories, we have to decide which one is likely to be true. But if philosophical 
debates about the nature of consciousness are any indication, we are far 
away from being able to do so. All in all, the prospects of futurism appear 
to be rather dim. 
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5. Objections and replies 

 We have argued that attempts to characterize the mental encounter 
a dilemma similar to the one faced by physicalists in their efforts to define 
the physical. Given our contemporary understanding of the mind—includ-
ing all that we have gathered through our phenomenological experiences, 
philosophical investigations, and the psychological and brain sciences—nei-
ther currentism nor futurism with respect to consciousness and other pur-
portedly non-physical mental properties holds much promise. Recognizing 
that DaM flies in the face of philosophical conventional wisdom and threat-
ens to upend established philosophical debates concerning the relationship 
of the mental to the physical, we review some possible objections and offer 
responses below. The objections share a common theme: the idea that the 
dilemma, for one reason or another, does not apply to the debate between 
physicalists and anti-physicalists.  
 Before getting to these objections though, we want to emphasize what 
we see as the fundamental force of the dilemma. We suggest that the di-
lemma throws into question our capacity to answer important metaphysical 
questions surrounding consciousness and other mental phenomena given our 
current knowledge. It thus decidedly does not amount to a defense of either 
physicalism or anti-physicalism. What it does do is threaten the arguments 
offered in support of either metaphysical position. In other words, we 
acknowledge that identifying the dilemma does not make consciousness any 
less mysterious or help us to see how it fits in our world. Indeed, the di-
lemma demonstrably adds to the mystery. After all, it demonstrates that 
we know even less we thought we did about conscious properties. DaM in 
no way forces us to deny the presence of the significant epistemic gap that 
inspires most of the important philosophical puzzles. Having said this, we 
need to also point out that DaM becomes an issue for specific formulations 
of these puzzles. If it obtains, then our epistemic grip on the mental may 
well be insufficient to affirm the possibility of inverted spectra or philosoph-
ical zombies, to arrive at an adequate understanding of the super-scientist 
Mary, or to outline clearly the hard problem of consciousness. In other 
words, DaM places pressure on so-called location problems by throwing into 
question our understanding of what is being located.  
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5.1. Objection #1 

 There is an important asymmetry between the roles that the terms 
“physical” and “mental” (or “qualia”) play in our evaluation of physicalist 
theories of mind. “Mental” refers to the properties, entities, events, etc. that 
need to be explained whereas “physical” denotes the set of properties, enti-
ties, events, etc. that are meant to be doing the explaining. Because of the 
role of “physical” we naturally need a precise account of it. However, be-
cause of the non-explanatory role of “mental” we do not need nearly as 
much precision as we need with “physical.” All that we need is some rough 
understanding of mentality—one that perhaps can be given ostensibly: men-
tality is THAT! 
 Reply: We suggest that this objection turns on a misunderstanding of 
the force of the dilemma. To see why, consider the role that Hempel’s orig-
inal dilemma plays in the debate. Few suggest that, because of the dilemma, 
we should eliminate our everyday notion of physical properties, entities, 
events, etc. More to the point, few suggest that we should stop doing physics 
because of the dilemma. What people do suggest is that the dilemma shows 
that we do not know enough about the ultimate nature of the physical to 
answer important metaphysical questions—in particular, the question of 
whether or not mental entities or properties are physical. In an analogous 
fashion, this new dilemma should not be seen as an attack on our everyday 
notion of the mental or indeed on our everyday conception of conscious 
properties.18 Nor should it be seen as attempt to preempt philosophical or 
scientific investigation of these. As was the case with the original dilemma, 
DaM threatens attempts to settle the relevant metaphysical questions by 
an appeal to a substantial account of mentality.  
 Returning to the objection, we can make the issues raised by DaM ex-
plicit. We have no problem granting that there are everyday conceptions of 
phenomenal experience or other mental phenomena that serve as a starting 
point for philosophical investigation. These phenomena may well serve in 
some sense as explananda for philosophical explanation (although we would 
note that in most non-dogmatic areas of human investigation it is not  

                                                 
18  Of course, suggesting that there is an everyday notion of qualia is contentious to 
say the least. This fact alone seems to offer support to our main position.  
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uncommon to modify one’s understanding of what is to be explained in the 
course of developing explanations).19 We do not even question that they 
may raise intriguing metaphysical location problems. We do suggest, 
though, that accounts of such phenomena that are rich enough to address 
the relevant metaphysical questions will need to offer a meaningful charac-
terization of their mentality. As Robert van Gulick notes in his discussion 
of the explanatory gap, “the more we can articulate the structure within 
the phenomenal realm, the greater the chances for physical explanation; 
without structure we have no place to attach our explanatory ‘hooks’” 
(1997, 565). Thus, attempts to determine whether an aspect of our conscious 
life can be explained in physical terms must begin with detailed descriptions 
of that aspect. It is here that the dilemma becomes relevant, for as we 
argued in section 3, our understanding of the mind appears to be both 
incomplete and likely to be mistaken in significant ways. Importantly, this 
problem arises independently of any understanding of the physical. For in-
stance, it would arise within the context of a full-throated idealism where 
everything that exists is mental.  

5.2. Objection #2 

 Because anti-physicalism is defined in terms of its opposition to physi-
calism, it is not undermined by DaM. 
 Reply: We freely admit that DaM arises in the context of positive claims 
about the nature of mentality. This raises the possibility that an anti-phys-
icalism devoid of such claims could elude its reach. We suggest however 
that it is very difficult to envision a substantial form of anti-physicalism 
that is free of positive commitments concerning the character of the mental. 
Given that many arguments for anti-physicalism depend crucially on obser-
vations concerning conscious experience and a number of philosophers of 
science have questioned the very notion of theory-neutral observation  

                                                 
19  In the case of consciousness, P.S. Churchland (1986), P. M. Churchland (1995), 
and Flanagan (1992), among others, have argued for a co-evolutionary approach to 
the problem of consciousness: one that simultaneously examines the problem of con-
sciousness both from the physical (biological, neuronal, or bodily) and the mental 
(or phenomenal) perspective.  
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(Azzouni 2004; Bogen 2016; Chang 2005; Duhem 1906; Hanson 1958; Kuhn 
1962), it seems reasonable to suppose that theoretical influences—perhaps 
implicit ones—may be at work.  More importantly, as became apparent in 
our discussion of the current debates surrounding qualia and consciousness, 
there are substantial philosophical disagreements about fundamental as-
pects of mentality. Although these disagreements do not by themselves im-
pugn any particular (anti-physicalist) account, they provide some reason to 
doubt that we are dealing with straightforward ontological issues that can 
be resolved by appealing to a body of evidence about which everyone agrees. 
Furthermore, the debates tend to concern the very nature of the mental. 
More often than not, they involve specific assertions about mental phenom-
ena. Given this, a successful anti-physicalism likely needs to provide some 
positive account of the mental, and this is precisely when the dilemma kicks 
in.  

5.3. Objection #3 

 DaM does not provide support for physicalism. 
 Reply: We agree.20 That was never the point. Indeed, we would go fur-
ther and claim that DaM creates problems for various forms of physicalism. 
For instance, many won’t work as a means of avoiding DaM because we 
still need to know what the mental entities are that supervene on, are real-
ized by, or are grounded in the physical. Full-throated forms of elimini-
tivism (Churchland, 1981; Bickle, 2003) may avoid this problem, but such 
views have their own challenges.  
 In addition, DaM undermines the popular strategy of defending physi-
calism by positing a No Fundamental Mentality constraint (Wilson 2006) 
or equating the physical with the non-mental (Spurrett and Papineau 1999; 
Montero 2009; Montero and Papineau 2005). Let’s consider the constraint 
approach first. If we choose our current understanding of the mental, then 
any No Fundamental Mentality constraint will be trivially true simply be-
cause our current understanding of the mental is likely to be false. If we 

                                                 
20  After all, physicalism still faces Hempel’s original dilemma. For discussion and 
proposed solutions see Dove (2016); Elpidorou and Dove (2018); Hempel (1980); Ney 
(2008); Prelevic (2017); and van Fraassen (2002). 
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choose some future complete and ideal theory, then the proposed constraint 
is going to be empty. Similar problems face the stratagem of equating the 
physical with the non-mental. More generally, DaM further muddies the 
water with respect to the question of whether or not a complete physics 
contains fundamental mental entities.  

5.4. Objection #4  

 Just as Hempel’s Dilemma turns on an appeal to theories of the physical, 
DaM requires an appeal to theories of the mental. This is a problem for 
DaM because we do not have—or need—analogous theories of the mental. 
To the extent that a philosophical position avoids an appeal to theories of 
the mental, it avoids the dilemma. 
 Reply: Not surprisingly, we think that it is harder to avoid theoretical 
claims about the mental than this objection presupposes, but we maintain 
that the objection fails even if we leave this presupposition unchallenged. 
DaM concerns our lack of access to characterizations of the mental that are 
rich enough to settle important metaphysical questions. Avoiding theories 
of the mental does not get us out of this bind. We still have reason to think 
that characterizations based on our current understanding of the mental 
are insufficient and that we know too little about future characterizations 
to draw significant conclusions. Indeed, the situation appears to be worse 
than it is with regard to the physical. For instance, some supporters of 
physicalism have argued that we know enough about current physics to be 
confident that the posits of a complete and ideal future physical theory will 
exclude irreducible mental entities (e.g., Bokulich 2011; for reviews see Dove 
2016; Ney 2008; Stoljar 2015). Yet, in the case of the mental, there is little 
indication that we know enough about what a future account of the mental 
would look like to offer a sufficiently rich characterization of the mental. 
A lack of access to theories of the mental would only exacerbate this problem. 
 In the end, the real impetus behind this objection would seem to be 
a conviction that our current understanding of the mental is rich enough to 
do the relevant philosophical work. We have already provided reasons to 
think that it is not. Whether or not one is convinced by our arguments on 
this front, it is clear that simply avoiding theories of the mental does not 
circumvent the dilemma.  
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5.5. Objection #5  

 Even if theories of the mental are relevant, most of our current theories 
are not about the mental itself but rather the metaphysical status of the 
mental with respect to the physical.21 In other words, our so-called theories 
of the mental are not theories about mental phenomena the way that phys-
ical theories are about physical phenomena. Because of this, the dilemma 
fails to emerge in the first place. 
 Reply: We have two responses to offer. First, while we acknowledge that 
there are theories of the mental that focus primarily on answering questions 
concerning the relationship of the mental to the physical, it is clear that 
not all of them are content to do only that. For instance, both proponents 
of naturalistic dualism (Chalmers 1996) and panpsychism (see various es-
says in Seager 2020) have sought to offer substantive, positive accounts of 
the mental.  
 Second, even if we were to grant that most theories of the mental are 
primarily interested in investigating the relationship of the mental to the 
physical, we maintain that it is difficult to answer these questions without 
answering fundamental questions about the nature of mental phenomena 
themselves. In order to see why this is the case, we need to consider the 
two horns of our dilemma. 
 Let’s begin with the first horn of the dilemma. In our discussion, we 
highlighted the disagreement that exists with regard to fundamental ques-
tions concerning the nature of qualia. These questions were not limited to 
the relationship of qualia to the physical. Instead, they often concern im-
portant details about qualia themselves, addressing such issues as whether 
they exist at all, how they are introspectively revealed to us, whether they 
are simple or complex, what experiential modalities give rise to them, and 
what sort of creatures experience them. What is important to note isn’t 
merely the existence of this disagreement, but also the fact that the man-
ner in which we might resolve these theoretical disagreements has clear 

                                                 
21  We thank an anonymous reviewer for pointing out this possible objection. As 
they succinctly put it, theories of the mental “are not about the mental the way that 
fluid mechanics is about fluids, they are about the relationship between the mental 
and the physical.” 



888  Guy Dove – Andreas Elpidorou 

Organon F 28 (4) 2021: 867–895 

implications regarding the metaphysical status of the mental and its rela-
tionship to the physical. After all, much of the recent debate regarding the 
metaphysics of consciousness seems to turn on whether the nature of qualia 
is somehow revealed to us through introspection.22  
 Now consider the second horn of the dilemma. In outlining the problems 
with futurism, we did note that positions such as dualism, neutral monism, 
and panpsychism promise to be transformative. We also suggested that it 
would be hard to offer substantial versions of these positions without mak-
ing significant claims about the nature of mental phenomena in and of 
themselves, but here we don’t need this claim to defeat the objection. If the 
objector is right that contemporary theories of the mental merely address 
its relationship to the physical, then such theories would provide no help at 
all to futurism. They wouldn’t even address the issues raised in the context 
of currentism. 

6. Conclusion 

 In this essay we have argued that our understanding of the mental faces 
a similar (but not completely analogous) dilemma to the one facing our 
understanding of the physical. Our defense of this involved three steps. 
First, we outlined the reasons why this dilemma may have been overlooked 
or quickly dismissed. We argued that these reasons are insufficient and pro-
vided initial motivation for thinking that the dilemma might obtain. Sec-
ond, we demonstrated that both horns of the dilemma are problematic: 
currentism with respect to mental is likely to be at least incomplete or 
inadequate, and futurism remains indeterminate. Third, we defended the 
dilemma against several deflationary objections. If we are right, then phi-
losophers interested in metaphysical questions surrounding the mental need 
to take our dilemma into account. 

                                                 
22  See, e.g., Balog (2012); Chalmers (2007); Diaz-Leon (2014); Elpidorou (2015) 
and (2016); Goff (2011); Hill & McLaughlin (1999); Levin (2007); Levine (2007); 
Loar (1997); Nida-Rümelin (2006); Papineau (2002) and (2007); Schroer (2010), 
Stoljar (2005); Sturgeon (1994); Sundström (2011); Trogdon (2016). 



A Dilemma about the Mental 889 

Organon F 28 (4) 2021: 867–895 

It is instructive to compare our position to Stoljar’s (2006) epistemic 
view on consciousness, namely, the view according to which the reason why 
consciousness appears to be other than physical is because we are ignorant 
of some non-experiential but experience-relevant truths. Unlike Stoljar we 
do not use our current ignorance about the nature of qualia or consciousness 
as a way to disarm traditional anti-physicalist objections. Nor do we insist 
that our ignorance is due to an elusive set of non-experiential but experi-
ence-relevant truths. To hold that the only truths about consciousness that 
escape us are non-experiential is to accept that our present understanding 
of (phenomenal) consciousness is more or less complete. DaM denies this 
assumption. Thus, if we are correct to insist that DaM is a problem, then 
our ignorance is larger than it is commonly assumed. The bad news is that 
we do not know as much as we think we do. The good news is that such an 
admission of ignorance opens up the possibility for new and exciting pro-
spects on mentality in general and on consciousness in particular. A more 
complete understanding of the mental could render some of the pesky epis-
temic arguments against physicalism pseudo-problems. Or it could con-
versely show that physicalism is an unattainable position. So, while DaM 
may not resolve traditional philosophical puzzles, it may succeed in trans-
forming them. At the very least, it is a call to action to seek a more philo-
sophically and empirically robust account of the mental. 
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 The original version of this article fails to credit the original source for 
a point made on p. 513: “Any natural language can have only countably many 
predicates, but natural properties might not be only countably many.” This 
sentence should have come with the following footnote: “Sturgeon credits to 
Richard Boyd the related point that there seem to be continuum many physical 
states of the world, and hence more physical properties than there are, even in 
the language of ideal physics, physical expressions to represent them” (Sturgeon 
1985, 61). The author apologizes for the omission. 
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