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Preface 

 For the past two decades, Mitch-
ell S. Green (2003; 2007; 2009; 2019a) 
has been developing an original 
model of self-expression, the central 
idea of which is that expressing, un-
derstood as a behavior whereby we 
make our mental states public, is a 
species of signaling. In other words, 
in expressing ourselves we both show 
and signal our introspectable states. 
According to Green (2009, 141-143), 
to show something is to make it 
knowable to an appropriate observer. 
A signal, in turn, is defined as a “fea-
ture of an entity that conveys infor-
mation (including misinformation) 
and that was designed for its ability 
to convey that information.” (Green 
2007, 26-27) 
 Next, to account for our tendency 
to take some natural objects and ar-
tefacts as if they expressed emotions, 
feelings and moods, Green distin-
guishes between expressing a mental 
state and being expressive of it. Un-
like expression, expressiveness is not 
factive. For instance, my sneer ex-
presses my contemptuous attitude to-
wards what my interlocutor has said 

in that it both signals and shows my 
actual mental state. However, a sneer 
can be expressive of contempt inde-
pendently of the current feelings and 
emotions of the sneering agent. Ac-
cording to Green (Ibid., 40) “[t]his ev-
idently means that his face has a con-
figuration that would typically be 
used by one who is expressing their 
contempt.” Next, Green (Ibid., 178-
180) refers to the phenomenon of 
cross-modal congruence and put forth 
a hypothesis according to which it 
plays a key role in the mechanism un-
derlying our practice of attributing 
expressiveness to natural objects, ar-
tefacts, and art works. 
 The above-mentioned notions of 
signalling and showing play a key role 
in Green’s (2007) signalling model of 
communication, within which he de-
velops a three-part account of 
speaker meaning. Green distinguishes 
between acts of factual, objectual, 
and illocutionary speaker meaning 
and claims that to speaker-mean an 
item—a fact, an object, or a commit-
ment, respectively—is to signal and 
overtly show it. For instance, to  
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factually speaker mean that p is to 
perform an action with an intention 
that in performing it, first, one ena-
bles knowledge about the fact that p 
in an appropriately endowed receiver 
and, second, makes it manifest that 
one has this intention; by analogy, to 
speaker mean φ’ly that p—where ‘φ’ 
stands for a certain illocutionary 
force—is to perform an action intend-
ing that, first, one makes it knowable 
that one is committed to the propo-
sition that p under force φ and, sec-
ond, makes it manifest that one has 
this intention. Green’s notion of 
speaker-meaning, which is an alterna-
tive to Grice’s original definition of 
non-natural meaning, can be easily 
integrated within the framework of 
the signalling model of communica-
tion and successfully used in theoris-
ing about the evolutionary emergence 
of uniquely human communicative 
skills. 
 In “Speech Acts, the Handicap 
Principle and the Expression of Psy-
chological States”, Green (2009) uses 
the framework of the evolutionary bi-
ology of communication to account 
for the expressive dimension of 
speech acts, i.e., their power to ex-
press the mental states that are their 
sincerity condition. He argues that 
expressive illocutions—i.e., speech 
acts that allow for insincerity—are 
handicaps: signals difficult to fake in 
virtue of being costly to produce. 

More specifically, Green claims that 
assertions, requests, promises, etc. 
are subject to expressive norms. As 
the corollary of this, a speaker who 
performs an expressive speech act in-
curs the risk of a loss of credibility; 
for instance, a speaker who asserts 
that p incurs the cost of closing off 
the option of not having the belief 
that p without exposure to the risk of 
being accused of insincerity. 
 In his more recent paper entitled 
“Organic Meaning: An Approach to 
Communication with Minimal Ap-
peal to Minds”, Green (2019b) intro-
duces the notion of organic meaning 
which significantly enhances the ex-
planatory power of the signalling 
model of communication. He dis-
cusses a number of examples of or-
ganic meaning and argues that they 
can be regarded as intermediate 
forms between mere natural signs and 
acts of intentional and inferential com-
munication. According to him, com-
municative transactions involving or-
ganic meaning do not require from 
their participants the ability to form 
and reason about intentions and 
other propositional attitudes. Green 
concludes that the notion of organic 
meaning enables us to solve the so-
called cognitive load problem, i.e., it 
enables us to to fill in the gap be-
tween the rich communicative skills 
of humans and those of our extant 
evolutionary relatives. 
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 Green has also contributed to the 
development of the common-ground 
model of communication. In (Green 
2017a) he argues that the common-
ground framework, which has been 
originally devised and used by Robert 
Stalnaker (1998, 2014) to explain the 
functioning of assertions, can be ex-
tended to account for acts of asking 
a question. According to Stalnaker 
(1998, 5-6), the context of a conver-
sation can be defined as a context set: 
the set of all possible worlds that are 
compatible with the body of infor-
mation that the conversing agents 
mutually take for granted or, in other 
words, that are compatible with the 
propositions that constitute their 
common ground. An assertion, in 
turn, is understood as a proposal to 
reduce the context set by eliminating 
from it the worlds in which the as-
serted proposition is false. Stalnaker 
(2014, 141) also suggests that to ask 
a question is to put forth a proposal 
to divide the context set into parti-
tions representing alternative an-
swers to it. Like asserted proposi-
tions, than, asked questions can be 
accepted by conversing agents and 
absorbed into the common ground. 
Following this suggestion, Green de-
velops a common-ground model of 
communication that accounts for acts 
of making an assertion as well as for 
acts of asking a question: to accept a 
question as a common ground  

component—i.e., to take it to be “a 
question worthy of investigation” 
(Green 2017a, 1591)—is “a matter of 
(…) structuring those worlds in a cer-
tain way” (Ibid.). 
 Green (2017a; 2019a; 2021) also 
argues that the common-ground 
framework can be further elaborated 
to accommodate what he calls the 
teleological perspective on conversa-
tion. Adopting this perspective, he 
arrives at a taxonomy of conversation 
types that are defined by reference to 
their purposes and the distribution of 
roles or, in other words, ‘illocutionary 
entitlements’ among the conversing 
agents. Using the first criterion, he 
distinguishes between inquiries and 
deliberations, i.e., between conversa-
tions aimed at determining how 
things are and conversations whose 
purpose is to formulate a course of 
action. Next, taking into account the 
conversational roles of the partici-
pants in a dialogue—i.e., the rela-
tions between their conversational 
goals and the distribution of their ‘il-
locutionary entitlements’ to add 
propositions or questions to the com-
mon ground—he distinguishes be-
tween symmetrical, didactic asym-
metrical, and socratic asymmetrical 
conversations. Participants in a sym-
metrical conversation are allowed to 
make the same types of conversa-
tional moves; “in didactic conversa-
tions, [in turn,] one interlocutor aims 
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to lead others to accept an answer to 
a practical or theoretical question 
about which the speaker may already 
have an opinion or plan, while in so-
cratic conversations, an interlocutor 
aims to lead others to answers by 
helping them to formulate their own 
views or plans of action.” (Green 
2017a, 1595) 
 The above-mentioned ideas of 
self-expression, expressiveness, sig-
nalling communication, speech acts 
as handicaps, organic meaning, and 
conversation types are systemati-
cally discussed in the papers collected 
in the present volume. 
 Stina Bäckström in “Must expres-
sion be instrumental?” critically ex-
amines Green’s (2007) model of self-
expression. She argues that Green 
adopts the ‘instrumental perspec-
tive’, the central idea of which is that 
expression is a means for transmit-
ting information about mental states 
from one organism to the other. 
Bäckström contrasts the instrumen-
tal perspective with an alternative 
approach, which she calls the ‘de-
scriptive perspective’ and articulates 
with the help of Merleau-Ponty and 
Wittgenstein. She argues that it is 
the descriptive view, not the instru-
mental one, that enables us to ac-
count for manifesting emotions, feel-
ings, attitudes, and thoughts that are 
formed and take shape in novel forms 
of expression. 

 Viewed from the instrumental 
perspective, expression is an infor-
mation-transferring process that ena-
bles knowledge of one’s mental states. 
For instance, Green (2007) takes 
smiles, frowns, yelps, gestures, and 
other expressive manifestations of 
what is within to be signals: behav-
ioral or physiological traits that were 
designed for their ability to convey 
the information that they do. Ac-
cording to the descriptive perspec-
tive, by contrast, expression is best 
understood as an essential aspect of 
the mode of being of human agents 
and other sentient creatures. 
 Bäckström argues that Green’s 
instrumentalist model makes no room 
for cases in which sentient and think-
ing agents express thoughts that are 
formed in the course of being ex-
pressed. One example of such a situ-
ation comes from George Eliot’s Mid-
dlemarch: Rosamond Vincy twists 
her neck and thereby expresses her 
obstinacy and determination. Dis-
cussing this example, Green (2007, 
142) finds it difficult to account for 
Rosamond’s twist of the neck as a 
case of signaling and, by the same to-
ken, as a case of expressing. Accord-
ing to Bäckström, however, the twist 
is a genuine expression even though 
it cannot be regarded as a signal, i.e., 
as a sign designed for its ability to 
convey Rosamond’s obstinacy. Bäck-
ström claims that the case under  
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discussion constitutes a counterex-
ample to Green’s theory, according to 
which to design the twist as an ex-
pressive signal Rosamond would have 
to access her obstinacy independently 
of the piece of behavior she used to 
manifest it; the obstinacy, however, 
takes shape in the twist construed as 
a novel form of expression. 
 According to the descriptive per-
spective, by contrast, embodying or 
manifesting mental states that take 
shape in being expressed constitute 
the most fundamental cases of ex-
pression. This is not to say that de-
scriptivist models make no room for 
instrumental expression. For in-
stance, Merleau-Ponty’s theory of ex-
pression allows for instrumental cases 
(e.g., the ‘second-order-speech’). Nev-
ertheless—Bäckström argues—Mer-
leau-Ponty took genuinely novel ex-
pressions (e.g., the ‘first-hand’ speech) 
to be primitive and paradigmatic. In 
a similar vein, Wittgenstein argued 
that to have pain is to express it. In 
sum, being expressed is a character-
istic mode of existence of mental 
states. Expressing is not a matter of 
manifesting an independently exist-
ing mental states; rather, it is a mat-
ter of constituting the expressed 
states. 
 Marina Bakalova in “The Epis-
temic Value of Music” argues that 
music enables us to acquire knowledge 
of the phenomenal character of real or 

imaginary inner states that cannot be 
easily gained otherwise; in other 
words, due to its unique expressive 
dimension—which she calls musical 
expressiveness—music has epistemic 
value. It is instructive to stress that 
Bakalova adopts Green’s (2007) dis-
tinction between expressing a state 
and being expressive of it and claims 
that what a piece of music is expres-
sive of—that is, what it ‘expresses’ in 
the ordinary sense of this word—is 
not necessarily what its composer or 
performer intends to express. 
 Bakalova also argues that thanks 
to their expressive function, pieces of 
music can evoke concepts that cannot 
be expressed verbally, e.g., ‘elegance’, 
‘lyricism’, ‘drama’, ‘nostalgia’, and 
‘melancholy’. According to Bakalova, 
a piece of music that expresses cer-
tain inner experiences can convey to 
its listener a concept whose content 
relates to how these experiences feel 
like. What is more, it can express the 
concept in question more fully than it 
can be done with the help of a verbal 
phrase that stands for it. As a result, 
the listener can gain new knowledge 
which enables her to harbour emo-
tions or other phenomenal states 
which she has never experienced be-
fore. 
 To account for the above men-
tioned expressive powers of music, Ba-
kalova adopts Green’s (2007) multi-
space model of artistic expressions and 
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argues that it allows us to explain 
how a sound sequence can display 
phenomenal characteristics. Viewed 
from the perspective of this model, a 
piece of music can be represented by 
a trajectory of expressive stimuli in a 
multidimensional space involving the 
time dimension. The piece so repre-
sented can be regarded as expressing 
a mental episode construed as a tem-
poral sequence of phenomenal states 
that flow one into the other only if 
the trajectory and the episode occupy 
roughly the same region of the multi-
dimensional space. In other words, 
the piece of music can enable qualita-
tive knowledge about the episode—
that is, it can show an appropriately 
endowed listener how this episode 
feels (see Green 2007: 48 and 2009: 
142)—provided there is a sufficient 
overlap between the regions they oc-
cupy. 
 Maciej Witek in “Self-expression 
in speech acts” discusses Green’s 
(2007) notion of self-expression and 
examines the role it plays in his 
model of illocutionary communica-
tion (Green 2009; 2019a). He suggests 
that Green’s three-part model of 
speaker-meaning can be extended by 
introducing the notion of proto-illo-
cutionary speaker-meaning, which is 
necessary to account for cases of 
overtly showing general commitments 
that are not ‘marked’ as being specific 
to one or another illocutionary force. 

He also argues that the model of ex-
pressive norms presented in (Green 
2009) involves a kind of circularity. 
Green claims, namely, that expres-
sive norms enable us to indicate the 
force of a speech act—i.e., “how what 
is said is to be taken and what would 
count as an appropriate reply” (2009, 
160)—by showing the psychological 
states that constitutes its sincerity 
condition. At the same time, how-
ever, Green asks the following ques-
tion: “How can the use of an illocu-
tionary force constitute strong enough 
evidence of a psychological state to 
enable knowledge in an appropriate 
observer—that is to express that 
state? (Ibid., 148). In other words, 
Witek concludes, Green seems to as-
sume that the use of a force shows a 
certain psychological state and 
thereby indicates itself. Finally, 
Witek elaborates on the idea of dis-
course-constituted thoughts (Jaszczolt 
and Witek 2018)—or, in other words, 
thoughts that exist in virtue of being 
expressed—and argues that it can be 
regarded as a useful amendment to 
Green’s model of expressive illocu-
tions. More specifically, he distin-
guishes between (i) expressing with 
the thinking-to-speaking direction of 
influence and (ii) expressing with  
the speaking-to-thinking direction of 
influence or, in other words, between 
(i) expressing discourse-independent 
thoughts and (ii) expressing discourse-
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constituted thoughts. According to 
Witek, the notion of discourse-consti-
tuted thoughts—together with the 
corresponding idea of expressing with 
the speaking-to-thinking direction of 
influence—enables us to arrive at a 
more comprehensive account of self-
expression in illocutionary communi-
cation. 
 Mateusz Włodarczyk in “Limita-
tions of non-Gricean approaches to 
the evolution of human communica-
tive abilities” discusses Green’s 
(2017b; 2019b) conception of organic 
meaning and Dorit Bar-On’s (2013) 
model of expressive communication. 
What these two proposals have in 
common is that they describe forms 
of non-Gricean communication. Gri-
cean communication is both inten-
tional and inferential. By contrast, 
organisms participating in communi-
cative transactions involving cases of 
organic meaning as well as animals 
producing and reading expressive sig-
nals do not have to form audience-
directed intentions and reason about 
mental states of others. 
 According to Green and Bar-On, 
the models they offer are not only ad-
equate descriptions of non-Gricean 
forms of communication to be found 
among humans and non-human ani-
mals, but also provide an adequate 
basis for explaining the phylogenetic 
and ontogenetic emergence of 
uniquely human communicative 

skills. More specifically, Green and 
Bar-On take cases of organic meaning 
and expressive signals, respectively, 
to be intermediate stages between 
cases of natural meaning and acts of 
speaker meaning. In other words, 
they use their models of non-Gricean 
communication to solve the cognitive 
load problem. According to Wło-
darczyk, the solutions they propose 
are non-Gricean in that they use their 
models of non-intentional and non-in-
ferential communication to develop a 
plausible explanation of the evolu-
tionary emergence of ostensive-inten-
tional communication; by contrast, 
Gricean accounts of the evolution of 
human communicative abilities posit 
the class of ‘attenuated’ or ‘mini-
mally Gricean’ (Moore 2016) acts and 
argue that they constitute an inter-
mediate form between cases of natu-
ral meaning and acts of fully-fledged 
Gricean communication. 
 Włodarczyk claims that the non-
Gricean evolutionary accounts based 
on the notions of organic meaning 
and expressive communication fail to 
provide a sufficient basis for explain-
ing the evolutionary emergence of 
uniquely human communicative 
skills. To justify his view, he refers to 
Niko Tinbergen’s (1963) ‘four ques-
tions’ model of ethological explana-
tion and argues that Green and Bar-
On, who focus on the adaptive func-
tion of non-intentional forms of  
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communication, ignore questions 
about their underlying mechanisms, 
ontogeny and phylogeny. Next, Wło-
darczyk argues that examples of or-
ganic meaning examined by Green, 
rather than constituting intermediate 
forms between natural and non-natu-
ral meaning, are best understood as 
special cases of natural meaning. Fi-
nally, he discusses communicative 
gestures and verbal acts whereby one 
agent directs the attention of the 
other towards an external entity or 
event. According to Tomasello 
(2010), such triadic interactions are 
hallmarks of human communication. 
It turns out, however, that most ex-
amples of expressive signals and or-
ganic meaning discussed by Bar-On 
and Green, respectively, are dyadic 
rather than triadic. For this reason—
Włodarczyk concludes—non-Gricean 
models developed by Green and Bar-
On fails to offer a plausible recon-
struction of the evolutionary transi-
tion from dyadic to triadic forms 
communication. 
 Felix Bräuer in “Common 
Ground, Conversational Roles and 
Epistemic Injustice” takes up the 
suggestion made by Green in “Con-
versation and Common Ground” to 
the effect that his extended common-
ground framework can shed light on 
the phenomenon of conversational in-
justice. It is instructive to note, how-
ever, that Bräuer uses Miranda 

Fricker’s (2007) term ‘epistemic in-
justice’, which stands for situations 
in which a speaker is unfairly discrim-
inated against in his or her capacity 
as a knower based on prejudices 
about him or her; by analogy, we can 
speak of conversational injustice 
when a speaker is discriminated in 
that his or her capacity as a conver-
sational agent is unjustly curtailed. 
 Bräuer distinguishes between 
three varieties of epistemic or conver-
sational injustice: testimonial, inquir-
ing and interpretative injustice. 
What they have in common is that 
their victims are, due to some nega-
tive identity stereotypes against 
them, unfairly curtailed in their abil-
ity to add to the common ground in 
the way intended by them. A speaker 
who suffers testimonial injustice is 
unjustly prevented from updating the 
common ground with the proposition 
she asserts; even though her utter-
ance is taken to be an assertion, the 
proposition she expresses is not ac-
cepted due to a negative stereotype 
against her. By analogy, a speaker 
who suffers inquiring injustice is un-
fairly prevented from adding the ques-
tion she asks to the common ground; 
as a result, her attempt to shape the 
course of the inquiry is unfairly 
thwarted: her question, though recog-
nized and understood, is not accepted 
as something worthy of investigation. 
What Bräuer calls interpretative  
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injustice, in turn, consists in unjustly 
misunderstanding the force and 
meaning of the speaker’s utterance or 
in misinterpreting the attitude ex-
pressed by her. 
 Bräuer discusses three examples 
of epistemic or conversational injus-
tice. Using elements of Green’s model 
of conversation types, he also argues 
that epistemic injustice plays a key 
role in the subordinating mechanisms 
that impairs the conversational 
agency of its victims: a speaker who 
suffers testimonial, inquiring, or in-
terpretative injustice is curtailed in 
his or her ability to play a symmet-
rical role in the language game he or 
she participates in. Epistemic injus-
tice, then, inflicts conversational 
harms on its victim and—Bräuer ar-
gues—has dehumanizing effects in 
that it compromises the speaker’s 
conversational capacities which are 
crucial to his or her identity as a hu-
man being. 
 Marcin Lewiński in “Conclusions 
of Practical Argument: A Speech Act 
Analysis” uses a speech-act theoretic 
framework (Fogal et al. 2018; Green 
2009; 2018; 2020) to account for a va-
riety of illocutionary acts that con-
clude practical arguments. It is com-
monly agreed that conclusions of the-
oretical reasoning are expressed by 
speech acts belonging to what Green 
(2009, 160) calls the ‘assertive family’: 
assertions, conjectures, suggestions, 

educated guesses, suppositions, and 
the like. What they have in common 
is that they have the words-to-world 
direction of fit and involve commit-
ment to a propositional content; how-
ever, “[t]hey differ from one another 
in the norms by which they are gov-
erned, and thereby in the nature of 
that commitment.” (Green 2009, 
157) According to Lewiński, a dis-
tinctive feature of practical argu-
ments is that their conclusions are ex-
pressed by what he calls action-in-
ducing speech acts: illocutions with 
the world-to-words direction of fit 
that involve commitment to or at 
least putting forth a future action. 
Depending on the agent of the action 
induced, Lewiński distinguishes be-
tween three types of action-inducing 
illocutions: commissives, directives, 
and their hybrids such as proposals 
and offers. A commissive takes effect 
by committing the speaker or a group 
to which she belongs to a future ac-
tion, whereas the performance of a di-
rective counts as an attempt to get or 
even oblige the addressee or a third 
party to a certain future action; a hy-
brid speech act—i.e., the illocution 
that combines commissive and di-
rective elements—takes effect as an 
attempt to get or even oblige both 
the speaker and her addressee to the 
joint performance of a future collec-
tive action. Moreover, Lewiński ar-
gues that action-inducing acts differ 
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also with respects to their illocution-
ary strength; in particular, the 
strength with which a given speech 
act presents its illocutionary point—
i.e., the inducing of a future action—
can vary from weak through neutral 
to strong. As a result, Lewiński ar-
rives at a three-by-three matrix that 
enables him to distinguish between 
nine types of speech acts that can be 
used to express conclusions of practi-
cal argumentation. To demonstrate 
the explanatory power of his taxon-
omy of action-inducing speech acts, he 
uses it to account for arguments and 
illocutions to be found in the Guard-
ian’s campaign to disinvest fossil fuels. 
 It is instructive to stress that in 
developing his model Lewiński adopts 
an argumentative perspective on rea-
soning (Mercier and Sperber 2011), 
the central idea of which is that the 
structure of a reasoning construed as 
a cognitive process is constituted in 
the course and for the sake of argu-
mentative practice. In particular, 
Lewiński claims that “[p]ractical dis-
course (practical argumentation, de-
liberative practices) is (…) not only a 

display mechanism for inner practical 
reasoning but also an important entry 
point into the elements and stand-
ards of practical reasoning” (Lew-
iński 2021, 434). For this reason, 
Lewiński’s externalist model of prac-
tical argumentation, together with 
his taxonomy of action-inducing il-
locutions, can be regarded as an sub-
stantial contribution to the discus-
sion on the expressive dimension of 
communicative practice (Green 2007 
and 2009). 
 I would like to thank the authors 
for contributing to this thematic vol-
ume and allowing their research pro-
grams to become part of it. I would 
like to express my gratitude to 
Mitchell S. Green for the stimulating 
discussions we had on the role of self-
expression in speech acts and other 
topics of common philosophical inter-
est. Last but not least, I would like 
to thank Martin Vacek and the Edi-
torial Board of Organon F for making 
this project possible and offering 
space in the journal. 

Maciej Witek 
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mental’ and the ‘descriptive’. I take Green’s theory of expression to 
be an exemplar of the instrumental perspective. Expression, in the 
instrumental perspective, is a means for transmitting information 
about mental states from organism to organism. The descriptive per-
spective I articulate with the help of Maurice Merleau-Ponty and 
Ludwig Wittgenstein. On the descriptive view, expression is (at least 
a part of) an answer to the question what it is so much as to have 
mental states and a living body. I suggest at the end of the article 
that if we remain within the instrumental perspective, we will not be 
able to use expression to satisfactorily answer this question. 
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0. Introduction 

Our view of man will remain superficial so long as we do not 
return to this origin, so long as we do not rediscover the primor-
dial silence beneath the noise of words, and as long as we do not 
describe the noise that breaks the silence. Speech is a gesture, 
and its signification is a world. (Merleau-Ponty, 2012 [1945], 190) 

 When Mitchell S. Green’s book Self-Expression was published in 2007, 
I was setting out to write a dissertation on expression. At that stage of 
research, and that stage of one’s career, a new book length treatment of 
one’s subject—especially when such treatments are rare—is rather anxiety 
provoking. I knew I had to respond to the book, and I was afraid it would 
say everything I had wanted to say. This did not prove to be true, not the 
least because I did not, at that time, know what I wanted to say. What 
turned out to be the case was that Green’s book shaped what I wanted to 
say. It gave me something—a theoretical vocabulary, a set of examples—to 
which to respond. 
 It has taken me a while (I am an untimely slow reader) to articulate 
what I found problematic about the perspective on expression the book 
offers. I have responded to specific parts of the book elsewhere, to moments 
and particular theses (see Bäckström 2013a; 2013b; 2016), but I haven’t 
been able to clearly position it, or myself with respect to it. This paper is 
an attempt to do so. I know Green’s thinking has moved on in various 
interesting directions since then, but I hope he has not moved so far as to 
make my intervention here obsolete. 
 My primary aim in this article is to articulate a challenge to Green’s 
thesis that an expression is a signal. I will do so by developing a contrast 
between two different perspectives on expression.1 The first I call the ‘in-
strumental perspective’. Green’s book is an exemplar of this perspective. 
What characterizes the instrumental perspective is that its guiding idea is 
                                                 
1  In calling them ‘perspectives’ rather than ‘theories’ I wish to indicate that the 
differences between them are not only or even primarily in the resulting account of 
expression but in the guiding questions and background assumptions. I want to say 
something about the place where they, respectively, start looking (as it were) for 
expression. 
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that expression is a means for transmitting information about mental states 
from one organism to another. The instrumental perspective takes as its 
primary question how expression can carry information about mental states 
to other people.  
 The second perspective I articulate with the help of Maurice Merleau-
Ponty’s treatment of expression in Phenomenology of Perception, and a set 
of remarks from Ludwig Wittgenstein’s Philosophical Investigations. I call 
it the ‘descriptive perspective’. The descriptive perspective takes as its guid-
ing idea that we need to understand expression in order to understand what 
it is to so much as have mental states and a living body.2 It understands 
expression to be essential to understanding the mode of being of human beings 
and other living creatures. As we will see, I take the different perspectives to 
differ not only in its guiding question (in how they approach expression) but 
also in substance (in what they understand expression to be).3  
 It might appear odd that I’m grouping Merleau-Ponty and Wittgenstein 
together under a common heading. Merleau-Ponty explicitly writes himself 
into the phenomenological tradition, whereas Wittgenstein doesn’t. And 
there are important differences in their respective method and style. Per-
haps there are also deep philosophical disagreements between them related 
to those differences in method and style. I think it is striking, however, 
when making the attempt at establishing a conversation between the two 
thinkers on the notion of expression (at least when staying with a compar-
ison between The Phenomenology of Perception and The Philosophical In-
vestigations) how they complement each other.4  
                                                 
2  I use the term ‘mental states’ mostly for convenience in this paper, in order to 
establish a conversation between the parties involved. It is not a term I am comfort-
able with, since it pulls us towards thinking in terms of a contrast between the 
mental and static one the one hand and the bodily and dynamic on the other. But 
it will do for the purposes of the dialectic in this paper. 
3  The contrast between the perspectives will be rough in outline. In my experience, 
there is value in philosophy in alternating between zooming in and zooming out. The 
risk when zooming out, is of course that one rides roughshod over distinctions and 
loses sight of specificity. 
4  The connection between Wittgenstein and various figures (most notably 
Heidegger) in the phenomenological tradition has been explored for a long time, but 
recently there appears to be a surge of interest specifically in comparing Merleau-
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 It might appear odd, too, with a contrast between an instrumental per-
spective and a descriptive perspective. The descriptive is more commonly 
contrasted with the explanatory. But the contrast I am after here is not 
happily put in terms of a focus on what there is on the one hand and why 
it is on the other hand. Both Green and the proponents of the descriptive 
perspective are interested in what expression is. I use the notion of descrip-
tion here to indicate an interest both in the what and the is of “What is 
expression?” An interest in the is can be translated in terms of the question, 
“What is it for an expression to be?” This question, according to the de-
scriptive perspective, cannot be asked without at the same time asking the 
question “What is it for mental states to be?”5  
 Green’s book is a philosophical theory of expression with a particular 
focus on understanding the continuity between non-linguistic expression 
and speech-acts. Green approaches expression from “evolutionary biology 
as informed by game-theory” (Green 2007, 16). Given this starting point, it 
might appear as if the two perspectives I am contrasting are simply too far 
apart for the comparison to be meaningful. Wittgenstein and Merleau-
Ponty, each in different ways, think philosophical clarification needs to 
achieve some distance to the conceptual frameworks of scientific theories. 
 I think, however, that Green’s theory of expression is an excellent artic-
ulation of a philosophical perspective on expression that has considerable 

                                                 
Ponty and Wittgenstein. For example, Avner Baz uses Wittgenstein and Merleau-
Ponty alongside each other on the topic of perception and motivation in the article 
“Motivational Indeterminacy” (2017). And two anthologies have been published re-
cently devoted partially or entirely to exploring the affinities between the thinkers: 
Wittgenstein and Merleau-Ponty (2017) and Wittgenstein and Phenomenology 
(2018).  
5  I have struggled with the terminology and I am not completely happy with the 
current one. I have considered re-naming the descriptive perspective the ‘phenome-
nological perspective’. This would have had the advantage of avoiding making it 
seem as if the instrumental perspective has no descriptive commitments or interests. 
And I think the question whether it is illuminating to describe Wittgenstein as a 
phenomenologist is a good one. But what I am after in this article is how Merleau-
Ponty and Wittgenstein both think we need to re-think certain fundamental philo-
sophical questions if we are to understand expression. To me, there is nothing dis-
tinctively phenomenological about this thought.  
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appeal, and this appeal is not dependent on a particular investment in the 
conceptual framework of evolutionary biology. I think (and Merleau-Ponty 
and Wittgenstein also thought) that it is a natural enough idea that expres-
sion must fundamentally be understood as a means for making one’s mental 
life public. Articulating why this natural idea is problematic, perhaps radi-
cally so, is—from their point of view and mine—a worthwhile project. Cre-
ating a dialogue between this contemporary exemplar and two philosophers 
in our recent history who took expression to be an eminently important 
philosophical concept will, my hope is, create an interesting dialectic.  
 Although my main aim is to articulate the perspectives by contrast with 
each other, I will also pose a challenge for the instrumental perspective, 
suggesting that the descriptive perspective shows us that we need a different 
notion of expression from the one the instrumental perspective offers.  I will 
begin by articulating the instrumental perspective as I find it in Green’s 
book Self-Expression, and then articulate the challenge against this per-
spective. Then I will turn to developing the descriptive perspective. In the 
final section I will make some clarifications and develop the challenge fur-
ther by looking at how Green attempts to make space for a constitutive 
link between expressions and mental states. 

1. Expression as signaling: Green’s instrumental perspective 

 The opening sentences of Green’s Self-Expression reads: 

We express ourselves in many ways: through tone of voice, pos-
ture, the face, words, and in more subtle cases, paint, music and 
other forms of art. Linking these disparate phenomena together 
is a pattern of behavior coping with a felt need. (Green 2007, 1) 

The passage begins with recalling a familiar fact. We, human beings, have a 
vast range of ways of expressing ourselves, from facial expressions, to novels, 
songs, and paintings. Having called our attention to this delightful fact, Green 
immediately suggests a way of initially characterizing all these forms of ex-
pression, of bringing them together under a common description. They are 
all, Green suggests, patterns of behavior coping with a felt need. This need, 
he elaborates, is the need to “manifest our point of view” (Green 2007, 1). 
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 If the first sentence of the quoted passage is theoretically innocuous, a 
simple reminder of an undeniable fact, the second sentence already takes 
up a certain theoretical perspective on this fact. This is a theoretical per-
spective that Green holds on to and elaborates throughout his book. There 
we see expression described as a means, an instrument for a specific purpose. 
We have a felt need, to make our point of view manifest, and we have a 
way (or ways) of satisfying this need, namely expression. As we shall see, 
Green’s elaborated theory of expression does not assert that expression al-
ways has to involve a felt need. Rather, we can see these first sentences as 
setting up a question: What can it mean to view expression in instrumental 
terms? How can we elaborate the idea that expression serves the purpose 
of making our point of view manifest to others? 
 One very important step for Green in making good on this task is the 
idea that self-expression is a signal (Green 2007, 26). This thesis appears in 
a list of twenty theses, which Green calls ‘dicta’. Green does not tell us 
much about the choice to call his theses ‘dicta’. According to the dictionary, 
a dictum is a pronouncement, or a formulation of general principles or 
truths. Green’s twenty dicta function in both ways—they both declare how 
Green is going to use his terms and what he will take for granted, and assert 
what he takes to be the basic truths and principles governing the area he 
will be investigating. This particular dictum: self-expression is a signal, is 
one that directly responds to the question of what, according to Green, it 
means to view expression in instrumental terms. 
 Green gets the notion of a signal from evolutionary theories of commu-
nication. A signal is a sign designed for the purpose of communication. 
Green’s notion of design is capacious, and this capaciousness is also the key 
to how he can hold on both to the idea of expression as an instrument, and 
to the idea that we as individuals do not always and everywhere express 
ourselves because we feel a need to relay information about our mental 
states. In Green’s theory design spans an evolutionary process, an inten-
tional process at the level of individuals, and an intentional process at the 
level of a social community (Green 2007, 5, 137-151). Expressions can be 
naturally selected for their capacity to transmit information. Expressions 
can also be selected by individuals in an effort to get one’s point of view 
across (or perhaps be selected by a sort of happenstance). And expression 
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can, finally, be selected by a process of conventionalization at the level of 
society. If an expression is naturally or conventionally designed, its instru-
mentality need not be a matter of an individual using it for a specific pur-
pose.  
 The idea that expression is a means of coping with a felt need thus gets 
broken down into different more specific notions of instrumentality, with 
more or less clear connections to what one naturally thinks of as “coping 
with a felt need”. To evince a signal that evolution or society has selected 
for its capacity to transmit information about mental states need, concep-
tually or experientially, have nothing to do with feeling a need to make 
anything manifest. (There is a legitimate worry here that that the three 
notions of design are so disparate in meaning that Green’s theory cannot 
vindicate our sense that he is articulating a unity that can be captured in 
one definition. But I will leave that worry to the side.)6  
 What I want to focus on now is the idea that expression is a matter of 
using or evincing already established means of communication, or else set-
ting up a new connection between a state of mind and a piece of behavior. 
I will now articulate a challenge for Green’s instrumental perspective by 
discussing the consequences of his theory for our understanding of a partic-
ular example, an example I take from Green’s book.   
 Green uses a range of quite lovely examples from literature, in particular 
great novels of the 19th century. In the specific example on which I want to 
focus, we find Rosamond Vincy from George Eliot’s Middlemarch. For tex-
ture, I render the entire passage from the novel also quoted by Green: 

This was not an infrequent procedure with Mr Vincy—to be rash 
in jovial assent, and on becoming subsequently conscious that he 
had been rash, to employ others in making the offensive retrac-
tation. However, Mrs. Vincy, who never willingly opposed her 

                                                 
6  The title of Green’s book is not merely Expression but Self-Expression. This 
might lead us to think that Green’s topic is the romanticist concern with expressing 
one’s authentic self. Green does not, however, focus much on the self. Self-expression 
for Green has to do with expressing one’s own states of mind, which is linked to the 
“introspectibility” of what can be self-expressed. He distinguishes self-expression 
from “expressiveness”, which can be a property of inanimate objects, such as a when 
a “windswept cliff might look melancholy” (Green 2007, 38-41). 
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husband, lost no time the next morning in letting Rosamond 
know what he had said. Rosamond, examining some muslin-work, 
listened in silence, and at the end gave a certain turn of her 
graceful neck, of which only long experience could teach you that 
it meant perfect obstinacy. Eliot, 2000 [1874], 214. 

In discussing Rosamond’s turn of the neck, Green argues on the basis of the 
theory he proposes that it is not clear whether she is here expressing her 
obstinacy or not. Green says about Rosamond that her twist of the neck 
might not be a signal (and hence not an expression) since “it is not clear 
that she twists her neck for the purpose of showing determination, or for 
the sake of making as if to act on that determination.” One way for it to 
become a signal, Green continues, is if she begins to “consciously to twist 
her neck for the purpose of displaying this 'perfect obstinacy.' If she does 
so, she may also be expressing her determination (Green 2007, 143).” Per-
haps there are also less conscious and deliberate ways for Rosamond’s twist 
of the neck to become a signal. If we understand the notion of individual 
design as capaciously as possible but still compatible with Green’s theory, 
we can expand the space of possibilities here and say that her neck-twist 
might become a signal also by a sort of non-deliberate happenstance. She 
simply starts doing to twist her neck regularly when she is feeling obstinate, 
and it thus comes to be designed to convey her obstinacy.7 
 Green uses this example to clarify certain aspects of his theory. He never 
considers the thought that it might be a counterexample. That is, he doesn’t 
consider the possibility that the example might describe a form of expres-
sion that does not fit his theory. I will now describe and develop the example 
in a way where it sits uncomfortably with Green’s core dictum that self-
expression is a signal. On this elaboration of the example, Rosamond Vincy 

                                                 
7  When Green initially describes what design by individuals amounts to he de-
scribes it as the “work of an intelligent agent”, and as having to do with “the choice 
of an intelligent, conscious agent” (2007, 5). This suggested to me that his model of 
individual design is an individual deciding consciously to use a form of behavior to 
convey a particular state of mind. In conversation, Green told me that he wants to 
leave it open that individual design also can be a form of happenstance. One might, 
without conscious intention, happen upon a form of behavior that then comes by 
regularity to be (for others) associated with the state of mind in question.  
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did not wish to display her obstinacy by twisting her neck, nor has previ-
ously by a sort of happenstance come to twist her neck regularly when she 
is feeling obstinate. Neither is, we might suppose, this neck-twist a conven-
tionalized mark of determination for her society or social-group. Nor a nat-
urally selected piece of behavior. In fact, Rosamond’s obstinacy was, when 
she twisted her neck, not quite clear even to herself, but gradually, and in 
the process of her expressing it in her posture, became clear to her (and to 
others). She embodied her obstinacy, in a way not determined either by her 
intention or by previously established relations of information-bearing or 
representation. Her obstinacy was not only made available to others when 
she expressed it, but took form as she expressed it. Her obstinacy was not 
a previously existing phenomenon, it took shape in her novel expression of 
it.8  
 Green takes the case of Rosamond Vincy to have the potential to show 
us that there is room for individual variation in his theory of expression. 
There is space, he wants to show, for those who “express themselves in ways 
that do not conform to universal or near-universal patterns” (143). What is 
still the case, however, is that those non-standard (in the sense of non-
universal) types of behavior need to be designed to convey what they do, 
in order to count as expressions on Green’s view. This means that Rosa-
mond, on the reading of the example I just gave, cannot be (on Green’s 
theory) expressing her obstinacy in her neck-twist. For how can the neck-
twist have been designed to convey Rosamond’s obstinacy, if the obstinacy 
did not exist in any robust sense before it was embodied in the novel ex-
pression of a slight turn of the neck? 
 Say that Green now would respond to this question by saying that he 
requires something quite minimal for a piece of behavior to count as de-
signed in the relevant sense. Say he argues that all that is required is that 
the piece of behavior that expresses in a novel way the non-hitherto existing 
state of mind is that it is intelligible by (some select group of) others as 
carrying information about that state of mind. Then Green would be able 

                                                 
8  This reading of the example might appear precluded by the fact Eliot writes that 
only long experience could teach you that the twist of the neck meant perfect obsti-
nacy. I think that “long experience” could here mean simply long experience with 
Rosamond, i.e., knowing her well.  
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to accommodate my elaboration of the example as a genuine case of expres-
sion. However, this response would effectively do away with design and ex-
plain signaling in terms of a prior notion of the intelligibility of an expression. 
It would not be possible to cash out the intelligibility of the expression in 
terms of the piece of behavior being selected to convey that state of mind. 
The intelligibility of the expression is rather what explains why it is selected.  
 Hence I see the Rosamond Vincy case as posing a dilemma for Green’s 
theory. Either he denies that the description I gave of the case (where the 
state of mind took shape in a new form of expression of it) captures a 
genuine case of expression, or he gives up on the core claim of his theory, 
that expression is signaling. We might wonder what would be so pernicious 
about denying that a state of mind can take shape in an original form of 
expression. As I see it, there are two problems with this.  
 The first is that it appears, as a matter of everyday experience, to hap-
pen all the time. My mixture of confusion and sadness in the face of one of 
Trump’s latest tweets can take the form of a crooked smile and a humming 
of the tune “My way”, through which it materializes that my confusion and 
sadness has to do with how a certain kind of gonzo self-assertiveness can be 
a route to actual devastating power. I might not have any such thought 
before I started smiling and humming, the response was directly elicited by 
the tweet itself. And by no stretch was the humming and smiling designed 
in Green’s sense to convey the information that I am sad and confused 
about the devastating power of gonzo masculinity. 
 The second problem is that denying true expressive inventiveness makes 
it difficult to understand how new thoughts and reactions could ever be 
possible. It seems as if all each subject can do in terms of expression is to 
make use of already existing relations of information-carrying. For a subject 
to consciously to start to use some piece of behavior to convey a particular 
state of mind, the state of mind needs to be clear enough to the subject, in 
which case we are presupposing that the subject has access to some way of 
expressing it (even just to herself). If we allow selection by happenstance, 
this requires a regular connection, in which case we are again presupposing 
that there is a mental state with some determinate content that can stand 
in this relation of regularity. Again the expressive articulation of genuinely 
new mental states appears precluded. In so far as we think that the  
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possibility of new thoughts and responses is an aspect of subjectivity, then 
we have lost something quite important.9     
 One response to this argument on behalf of the instrumental perspective 
could be to say that the sort of case I imagined through a new reading of 
the Rosamond Vincy case, should in fact be called something else, and be 
accounted for as a separate topic. Not all manifestations of mental states 
are expressions, and those that aren’t designed are real enough, but they 
aren’t expressions, this response would go. What this response would con-
cede, would then be that expression as signaling presupposes a form of em-
bodiment of mental states that it cannot account for, but that also has the 
capacity to make the subjective point of view of others intelligible. If so 
then the theory appears to be less interesting than advertized.  
 I have argued that the Rosamond Vincy case can be read as a counter-
example to Green’s theory, if we read it as presenting us with a case of a 
state of mind taking shape in a new form of expression. Green’s notion of 
expression as signaling cannot accommodate such a case, I claimed. I also 
argued that there is something important at stake in preserving a space for 
expression in which a state of mind takes shape in a new form of expression, 
namely the possibility of genuinely new thoughts and responses.  
 The possibility I have wanted to make room for, is of central importance 
to Merleau-Ponty, who is one of the two thinkers I am drawing on in artic-
ulating the descriptive perspective. In the quote I used as an epigraph to 
this paper, we see Merleau-Ponty describing speech as a gesture that breaks 
a primordial silence. In the passage from which this quote is taken, Merleau-
Ponty discusses how expression as the formation of significance is easily 
neglected when we reflect on expression. Precisely because we reflect from 

                                                 
9  We might wonder here whether the argument about expressive inventiveness 
and variation has any bearing on non-human animal expression. Although I think 
there is reason to distinguish expressive variability in non-human animals and expres-
sive variability in human beings, I think expressive variability as such also characterizes 
non-human expression. Although I would not agree with Alice Crary that “individual 
animals exhibit the same sort of natural expressive variability that human beings to” 
(Crary 2016, 78, my emphasis), I would agree with her that animals exhibit expressive 
variability. See my “’Modes of a complicated form of life’: Expression and Human-
Animal Continuity” for a discussion of this point (Bäckström 2018).  
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within a world where we are already thinking and speaking, we tend to 
think that all expression is a mere peddling of already formed significations. 
Such significations, Merleau-Ponty argues, “assumes that the decisive step 
of expression has been accomplished”. There must be expression that 
“breaks a primordial silence”—i.e. expression that involves the formation of 
significance, both for the subject who is doing the expressing and for the 
(possible) other who understands it (Merleau-Ponty, 2012 [1945], 189-190). 
 I read Merleau-Ponty as arguing that instrumental expression is there 
alright, but it is not the most fundamental or paradigmatic case of expres-
sion. The more fundamental case is a new expression, where there is at the 
same time a new significance formed for the subject and for the (potential) 
other. I now want to turn to explaining how this specific thesis forms a part 
of the descriptive perspective on expression.  

2. The descriptive perspective: Merleau-Ponty  
and Wittgenstein 

 According to the descriptive perspective, we need a different notion of 
expression than the instrumental one precisely to describe how the world 
can come to take on significance for a subject; how she can come to make 
sense of the world. If we think back to the example with Rosamond Vincy, 
Merleau-Ponty would urge us to see her gesture as taking her from silence 
to noise (metaphorically speaking in this case since her gesture is not an 
audible one), from a situation as of yet decoded and formulated to a situa-
tion that has taken on a particular significance for her. To think of expres-
sion as something that breaks a primordial silence is to take it to create 
something that wasn’t present before. To break a silence in this sense is not 
to take some aspect of one’s subjective point of view and demonstrate it to 
others, it is for one’s subjective point of view to take some particular shape. 
 Earlier, I characterized the descriptive perspective as interested not 
merely in what an expression is, but also and perhaps primarily in the mode 
of being of an expression. I went on to say that the descriptive perspective 
takes the question of what it is for an expression to be as inseparable from 
the question what it is for mental states to be. The idea of a new expression 
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as I have explained it using Merleau-Ponty begins to give content to what 
this might mean. In such an expression the state of mind and its embodi-
ment or manifestation are not distinct phenomena. Indeed, Merleau-Ponty 
would argue that the language of “state of mind” and “manifestation” is 
misleading in that it suggests that the state of mind has a kind of descriptive 
priority, it suggests that the “state of mind” is an independently intelligible 
something, quite apart from its “manifestations”.  
 In a sense, Merleau-Ponty's entire project in Phenomenology of Percep-
tion can be seen as an attempt to establish a different and less misleading 
vocabulary for describing expression, than the one of “manifestation of a 
mental state”. In the course of this project Merleau-Ponty argues that 
speech (which on his view is continuous with gestures and non-verbal forms 
of expression) is an “originating realm” (202). Negatively, this means that 
speech is not the “external sign” of an “internal recognition”. Language is 
not the “external accompaniment of thought” (205). Positively, it means 
that speech, or expression, more generally, achieves or accomplishes 
thought (or other mental states, such as emotions). Thus, for Merleau-
Ponty, expression (in one important sense) is not a matter of manifesting 
inner content, but a matter of accomplishing content (which he would nei-
ther call ‘inner’ nor ‘outer’). 
 Merleau-Ponty does not argue that all cases of speech or non-verbal 
expression are originating in this sense. In a footnote he clarifies that what 
he says applies to “first-hand” speech, examples of which are a child say-
ing her first words, a lover revealing her feelings, or a philosopher “who 
reawakens primordial experience” (208, footnote 5). Second-order expres-
sion, which he calls speech-about-speech, “makes up the general run of 
empirical language” (207, footnote 4). Thus, Merleau-Ponty’s argument is 
not that all or even most we say or otherwise express is aptly described 
as the formation of significance or as expression in the primary sense. 
Rather, the point is that alongside speech that merely repeats already 
formed significances (second-order-speech), there must also be the  
phenomenon of significance accomplished or formed in expression in the 
primary sense.10 
                                                 
10  Baz (2017) articulates a similar point: “Part of what Merleau-Ponty is trying to 
get us to see is that we are not confined to the impersonal way of seeing things: 
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 I said above that the descriptive perspective is interested in the mode of 
being of an expression, and eo ipso in the mode of being of mental states. 
Now, what does this mean, and what does it have to do with my reading of 
the Rosamond Vincy case and Merleau-Ponty's primordial gesture? If we 
think back to the description that initiated Green’s inquiry, expression as 
coping with a felt need to manifest one’s mental states, we can say that 
Merleau-Ponty's primordial gesture (Rosamond’s twist of the neck) tells us 
something about what it means to have mental states. If expression is a sort 
of thing in which someone’s obstinacy not merely is manifested but comes 
to be, we need to bring in expression right in our description of what mental 
states are. And doing so will entail putting into relief and questioning men-
tal states as something we simply “have”. Perhaps “having” them is rather 
different from the “having” of other sorts of things.  
 I see the later Wittgenstein as sharing Merleau-Ponty's concern with 
questioning, through an interest in expression, what it is to have mental 
states. In The Philosophical Investigations, this concern is brought to the 
fore in a series of paragraphs starting at roughly §281, where Wittgenstein 
approaches from different angles the question of what is for pain to be. We 
talk about pain as something we have in parts of our bodies, but if we 
consider these forms of talk too much in isolation from the rest of our use 
of the concept of pain, we risk understanding having pain as having an 
object, such as having a broken bone in one’s foot, or possessing an attrib-
ute, such as having black hair. In §302, he turns to the question what it is 
to imagine someone else’s pain. Whatever this means, it can’t mean, he 
claims, to “make a transition from one place of pain to another”. What this 
would amount to is to imagine oneself feeling pain in some region of some-
one else’s body. He concludes this paragraph by saying, “Pain-behavior may 

                                                 
though we must always rely on an inherited background of impersonal meanings[…] 
there is always the possibility of seeing things more or less creatively, differently, 
personally. […] Consider how even the most basic biological states and functions—
hunger, thirst, eating, drinking, being hot or cold, needing and seeking shelter, ex-
periencing sexual desire, satisfying it, and so on—have come to mean for us so much 
more than whatever they might be thought to mean ’purely biologically’; and con-
sider also how each one of those states and functions may still be given a more or 
less new and personal meaning by an individual[.] (350)” 
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point to a painful place, but the subject of pain is the person who gives it 
expression.” (Wittgenstein, 2001, [1953], §302) If you want to say that pain 
is a possession or an attribute, Wittgenstein argues here, remember that it 
is something a subject expresses. A subject does not express her broken 
bone, or her black hair. To express something isn’t merely or primarily to 
describe or ascribe it to oneself, nor is it to show or point to something. 
Such language retains the idea that there is something, a primary reality, 
that the expression describes, points to, or shows. An expressive movement, 
rather, can be a movement of becoming, where that which is expressed is 
completed and shaped in its expression.11 
 What unites Wittgenstein and Merleau-Ponty here is the idea that our 
thinking about the mind and the body has a tendency to proceed in neglect 
of the fact that we are subjects of expression. This often takes the form of 
levelling important distinctions between having a living body and having 
other “possessions”. Wittgenstein highlights that when we talk about pain 
located in a part of the body, the body is not here an object in the same 
sense as, say, a stone is an object. He engages in a thought-experiment: 

 Couldn’t I imagine having frightful pains and turning to stone 
while they lasted? Well, how do I know, if I shut my eyes, 
whether I have not turned into a stone? And if that happened, 
in what sense will the stone have the pains? In what sense will 
they be ascribable to the stone? And why need the pain have a 
bearer at all here?! 
 And can one say of the stone that it has a soul and that is 
what has the pain? What has a soul, or pain, to do with a stone? 
 Only of what behaves like a human being can one say that it 
has pains. (Wittgenstein 2001 [1953], §283) 

                                                 
11  My understanding of expression, in particular in relation to Wittgenstein, is 
heavily indebted to the work of David Finkelstein. In his book Expression and the 
Inner (2003), Finkelstein argues that pain and its expression “make sense together 
in something like the way that two parts of a single sentence do” (135). This meta-
phor pulls us in the direction of thinking of expression as precisely something which 
finishes or accomplishes a unity of significance, not as something which indicates or 
points to something already completely determinate and fixed.   
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We might think that this last comment shows us that Wittgenstein is skep-
tical about attributing pain to other animals than human beings. But this 
is not what he means with the phrase “behaves like a human being”. He 
might have said, instead: only of an expressive creature can we say that it 
has pains. Pain belongs in the life of an expressive animal.12 This becomes 
clear in the paragraph immediately following the previous. There he com-
pares attributing pain to a stone to attributing it to a number. But, he says, 
“look at a wriggling fly and at once these difficulties vanish and pain seems 
to be able to get a foothold here, where before everything was, so to speak, 
too smooth for it (§284).” 
 A stone or a number is not an expressive body, whereas a fly is, or is at 
least a limiting case of one. An expressive body is one about which our 
concept of pain gets a foothold.  This means that for Wittgenstein, while 
expression can be an instrument of communicating this or that specific pain, 
or this or that specific desire, it is also and importantly the mark of a 
conceptual (grammatical, categorical) difference: it indicates a qualitative 
break. Paragraph 284 continues: 

And so, too, a corpse seems to us quite inaccessible to pain.---
Our attitude to what is alive and what is dead, is not the same, 
All our reactions are different.---If anyone says: “That cannot 
simply come from the fact that a living thing moves about in 
such-and-such a way and a dead one not”, then I want to intimate 
to him that this is  a case of the transition ‘from quantity to 
quality’. (284) 

The final sentence of this paragraph is, I think, Wittgenstein’s attempt to 
find a language for what Merleau-Ponty describes as the “gesture that 
breaks the primordial silence”.  In the previous section I explained Merleau-
Ponty's idea in terms of a new expression, a mental state coming to take 
shape in a novel expression. But we might understand the idea of a primor-
dial silence as also indicating how expression is descriptively distinct from 
other forms of movement. A living thing does move about in such-and-such 
ways, where a non-living thing might move about in different ways (a stone 

                                                 
12  Here again I am indebted to Finkelstein who says that, “a pain and its expression 
hang together in the logical space of animate life” (2003: 135). 
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might fall or roll, for instance). But “move about” then is a phrase covering 
up a qualitative difference, a radical break. An expressive movement is pre-
ceded by silence, in the sense that its mode of being is different from the 
mode of being of something dead, non-expressive.  
 In the introduction I mentioned that Green also wants to articulate a 
constitutive connection between expressions and mental states. In distinc-
tion with Wittgenstein and Merleau-Ponty, however, he does not think ar-
ticulating this constitutive connection requires us to be suspicious of using 
language to describe this relation taken from the domain of mere physical 
objects. If we look at the analogies Green uses to describe how expressions 
are bound up with mental states, it will be easier to see how his perspective 
differs from the descriptive. This will also allow me to re-state the challenge 
I posed in the previous section, but from a different angle. 

3. Apples, galaxies, and emotions 

 I have argued that we need space for cases where mental states take 
shape in novel forms of expression, and that doing so requires us to think 
about what it is for expressions and mental states to be. Now, Green also 
thinks that there are constitutive links between mental states and their 
expressions. This is not a required aspect of the instrumental perspective as 
I have articulated it, but it is a thought Green wants to make space for. 
This in turn has to do with the fact that Green wants room for the possi-
bility of directly perceiving other people’s mental states rather than infer-
ring them from their behavior. (He shares this ambition of making space 
for perceiving rather than inferring mental states with both Merleau-Ponty 
and Wittgenstein.) In Green’s theory, expressions are described as (at least 
sometimes) characteristic components of mental states (Green 2007, 88-93). 
Green’s primary example in this regard is emotions. Emotions are such as 
to include (at least some of) their signals as parts, he argues. When one 
perceives an expression of emotion that is a characteristic component of the 
emotion, one eo ipso perceives the emotion itself.  
 Now, at first blush this is a difficult thought to wrap one’s head around. 
The idea of a signal starts to look oddly self-referential: a signal is designed 
to convey information about a mental state of which itself is a part. For 
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this idea to be less mind-boggling, we need to think of the signal-part or 
aspect of the emotion as having some relatively robust criteria of identifi-
cation that sets it apart from “the rest” of the emotion (which the signal-
part is designed to convey). It is, after all, not particularly mind-boggling 
to think about a sweater as a composite whole that includes the tag designed 
to convey information about its properties.  
 When we try to think about what this part/whole relation could mean 
in the case of emotions and their expressions, however, we encounter diffi-
culties. There is the part of the emotion we perceive, but there are also the 
unperceived parts of the emotion. These unperceived parts of the emotion 
now look out of reach in a worrisome way. The label on the sweater men-
tions properties (such as what material it is made of) that we are familiar 
with and understand in other ways than reading about them on clothing 
tags. But the properties the signal makes us privy to are not, or at least 
not obviously, such that we could be familiar with them in other ways than 
through the signals. We are left with only the tags, as it were, and this 
strikes us as problematic and disappointing situation.  
 Green wants to articulate what sort of part/whole relation he envisages 
by using two analogies, first with apples and then with galaxies.  

Someone who presents to me an apple from one angle has thereby 
shown me an apple even if I do not inspect its interior or its other 
side. The reason is that a sufficiently large portion of a side of an 
apple is, for normal human observers, not only itself perceptible 
but also a characteristic component of the apple. (Green 2007, 
86) 

Now, an apple can of course be turned around, in which case its other side 
would appear to perception. Apples are not such that their back sides are 
perpetually hidden from view. But what about the other components of 
states of mind? Green responds to this worry with a new analogy: galaxies. 
He concedes that we cannot see all parts of an emotion, but that this is in 
fact not peculiar to the case of emotions. We can see galaxies, Green argues, 
even when we cannot in principle perceive the black hole in their middle 
(Green 2007, 89). Hence, there are perceptible objects with parts in principle 
hidden from view. Emotions are akin to, Green, suggests, such perceptible 
objects. 
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 From the perspectives of Merleau-Ponty and Wittgenstein, these analo-
gies raise more descriptive and epistemological questions than they answer. 
The first idea, that of an expression as the “facing side” of an emotion, 
pushes us in the direction of thinking of that there must be another percep-
tual vantage point on the emotion, or some way of making the non-facing 
side appear. When we then realize that there doesn’t seem to be any such 
vantage-point (apart from, perhaps, the one of the subject herself) we are 
thrown upon worries about how we could know anything about the proper-
ties of the non-facing side. The second analogy, where emotions are galaxy-
like complex objects with invisible centers, leaves us wondering where we 
would get the idea of such an emotional center. Galaxies and black-holes 
are objects of natural-scientific understanding and theorizing. But it is less 
clear by virtue of what theory-like construction we would get any robust 
idea of the invisible emotional center of a complex mental state.  
 For Wittgenstein and Merleau-Ponty both, expression requires us to 
look with suspicion on an attempt to assimilate mental states to physical 
objects. But a notion of expression that is antecedently conceived of in 
instrumental terms will not be of any use in this respect, they would argue. 
When Green includes signals as characteristic components of emotions, he 
then (they would say) effectively tacks signals onto something we have been 
given scarce resources to understand. From the perspective of Wittgenstein 
and Merleau-Ponty, Green misses the chance to let the notion of expression 
open for an understanding of the mode of being of expressions and, thereby, 
of mental states. 

4. Concluding remarks 

 My aim in this paper was to formulate a challenge to Green’s thesis that 
an expression is a signal, by developing a contrast between two perspectives 
on expression, the instrumental and the descriptive. It might seem as if I in 
the end articulated two distinct challenges. The first challenge would be 
how the instrumental perspective can make space for mental states to take 
shape in new forms of expression. The second would be whether the instru-
mental perspective has the resources to help us understand the mode of 
being of mental states and expressions.  In fact, I take these challenges to 
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be one and the same. For making space for the possibility of the formation 
of significance through new expressions means acknowledging that at least in 
such a case we need to understand the relation between the mental state and 
the expression in terms, to borrow Merleau-Ponty's words, of the expression 
accomplishing or achieving the mental state. This way of putting the link is 
in sharp tension with the idea that the expression is one part of some complex 
whole whose other part (the mental state itself one is tempted to say) has 
some intelligibility apart from its expression. Hence, if we are to understand 
Merleau-Ponty's primordial gesture, we need a constitutive link that cannot 
be captured in the terms offered to us by the instrumental perspective.  
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Abstract: Assuming that music can be expressive, I try to answer the 
question whether musical expressiveness has epistemic value. The ar-
ticle has six parts. In the first part, I provide examples of what music 
can express. I suggest that it can express inner states with phenom-
enal character. In the second part, I build up an argument in favor 
of the claim that, granted its expressiveness, music can convey con-
ceptual content which is not verbal, and which cannot be expressed 
verbally. This conclusion is limited to concepts like lyrical, nostalgic, 
melancholy, joyful, distressful etc. In the third part, I explain what 
musical expressive content is, in contrast and by analogy to, propo-
sitional content. In the fourth part, I apply Mitchell Green’s multi-
space model of artistic expression to music. I argue that Green’s the-
ory of expression provides a powerful explanation of how a musical 
sequence can express states with phenomenal character. In the fifth 
part, I use that model to define adequacy conditions for musical ex-
pressive ascriptions. In the last part, I attempt to explain musical 
knowledge by combining Green’s multi-space model with Sosa-style 
virtue epistemology. 
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0. Introduction 

 Does listening to music deliver valuable knowledge to the listener: 
knowledge that is not trivial, knowledge that is causally efficient, and 
knowledge that one cannot easily gain otherwise? To many this question 
would sound unrealistically demanding apropos the cognitive potential of 
music. There is a simple reason why. Normally, I cannot let you know that 
mice are mammals or that World War I started on July 28, 1914 by playing 
you a piece of music. This holds for a long list of propositions about the 
external world that we paradigmatically take to constitute our knowledge. 
 In this article, I will try to show that music has epistemic value beyond 
that straightforward consideration, and that it gives us non-trivial 
knowledge which is causally efficient, and which we cannot easily gain oth-
erwise. I claim that, granted its expressive potential, music gives us 
knowledge of the phenomenal character of real or imaginary inner states 
and episodes. In particular, it does so by displaying typical qualitative char-
acteristics of these states and episodes in sound sequences. How can a sound 
sequence display phenomenal characteristics? The obvious answer is: by 
expressing them. When I use the term “expressing” I will mean expressing 
a state as opposed to expressing a particular person’s state.  
 The presence of phenomenal characteristics, of course, essentially de-
pends on our capability of grasping them. I shall argue, together with Mitch-
ell Green (2007, 178-182), that we are capable of creating and grasping 
artistic expressions due to systematic congruencies between certain expres-
sive stimuli and certain mental states. Such congruencies are due to a gen-
eral cognitive phenomenon, known as cross-modal (or inter-modal) congru-
ence (to be explained in Section 4). Cross-modal congruence is experimen-
tally proven by Lawrence Marks (1978, 1982, 1987, 1995). My task in this 
paper is, first of all, to show that the phenomenon of cross-modal congru-
ence is enough to explain musical expression. Because of that, I argue, 
Green’s original theory of artistic expression stands on its own right, and 
does not need to be backed by the contour and convention theory.1 Then I 
                                                 
1  The contour and convention theory presented in (Kivy 1989) and (Kivy 2002) 
states that music is expressive as a result of a structural analogy with human be-
havior or, when this is not the case, it is expressive by convention. 

https://philpapers.org/s/Peter%20Kivy
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claim that music can supply some of our concepts with conceptual content 
which, in long term, enhances self-knowledge and enables empathy. 
 Let me start with few preliminary remarks. I take it for granted that 
music can be expressive. I will try to give an account of what an average, 
even unarmed listener can get, epistemically speaking, from listening to 
music. In order to make things simpler, I will reduce my analysis to two 
main components: an attentive listener and a piece of expressive music. I 
will not touch upon other related topics. First, I will not mess with 
knowledge resulting from the ability to play an instrument or to understand 
scores. Our listener does not need to have a musical expertise. Secondly, 
our analysis is independent of three other, often taken as important, factors 
when knowledge is associated to music: listener’s acquaintance with the 
cultural context of the musical work, her ability to grasp composer’s or 
performer’s intentions, and her actually feeling the expressed emotion as 
opposed to just hearing the expression. These three aspects would certainly 
enhance listener’s epistemic grasp of the expression, but are not necessary 
for it.  
 Relatedly, the statement that a particular piece of music expresses some-
thing can mean two things. First, it can mean that it expresses something 
that a composer or a performer intended it to express. Secondly, it can 
mean that music itself displays emotions. Being expressive of something in 
this second sense is not strictly tied to anybody intending it to be so ex-
pressive. For instance, a piece of music can express an attitude inadvert-
ently.2 As I have already mentioned, I will use the verb “express” in the 
second sense, independently of the composer’s intention. Consequentially, I 
take it that a naïve listener can gain knowledge of the qualitative charac-
teristics of a state simply because these characteristics are present in a piece 
of music. Thus, I take the following simple condition as basic for my further 
analysis: if a piece of music is de facto expressive of x one can gain 
knowledge of x by listening to that piece.  

                                                 
2  For inadvertent creations see (Zvolensky 2016). 
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1. What music can express 

 Before addressing the main issue, let me deliberate upon the question of 
what music is capable of expressing. Music can express states with phenom-
enal character. State is “a condition or way of being that exists at a partic-
ular time.”3 Arguably, music can express any state with phenomenal char-
acter.4 Since music develops through time, the musically expressed states 
are usually unified in episodes that can have an overall character of their 
own. Inner episode is a state which develops through time, or a series of 
states that flow into each other.  
 In what follows, I will talk about music expressing emotions, feelings, 
moods, and sense impressions. What is the difference between them? Emo-
tions are automatic reactions in response to our interpretation of specific 
triggers. They bear clear relation to whatever elicited them. An emotion is 
typically elicited by evaluating an event as relevant to a goal. It is positive 
when the goal is advanced and negative when the goal is impeded (Wilson 
and Keil eds. 1999, 273-275). Emotions are temporary and considered inde-
pendent of logical reasoning. However, as shown by Antonio Damasio 
(1994), they play a crucial role in our decision making and rational choice. 
Feelings can be characterized as emotions processed by thinking and are 
usually longer-lasting than emotions. They involve awareness of an emotion 
and awareness of the environment. Moods have similar basis to emotions 
but lasts longer. Whereas emotion tends to change the course of action, 
mood tends to resist disruption (Wilson and Keil eds. 1999, 273-275). Next, 
sense impressions involve awareness due to stimulation of sense organs. The 
awareness is turned into and memorized as a bodily feeling associated to 
the presence of these stimulations. Finally, an expressive piece of music is 
supposed to evoke something in the listener. “To evoke” means to make 
someone remember or recognize something, i.e. the qualitative character of 
a state in a musical fragment. Hearing a state in a musical fragment, as I 
argue further, is enough for recognizing that state. Feeling the state (in the 

                                                 
3  Cambridge dictionary: https://dictionary.cambridge.org/dictionary/english/state. 
4  States can be mental or physiological. Mental state is a psychological state as 
opposed to physiological state such as the state of being pregnant or the state of 
being thirsty. Most often music expresses mental states. 

https://dictionary.cambridge.org/dictionary/english/condition
https://dictionary.cambridge.org/dictionary/english/exist
https://dictionary.cambridge.org/dictionary/english/particular
https://dictionary.cambridge.org/dictionary/english/particular
https://dictionary.cambridge.org/dictionary/english/time
https://dictionary.cambridge.org/dictionary/english/remember
https://dictionary.cambridge.org/dictionary/english/state
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sense of emotional contagion) as opposed to just hearing it is a way of 
listening to music with greater depth and understanding. Yet, it is not nec-
essary for one’s cognitive grasp of the expression. 
 Music is most often taken to express emotions. An outstanding example 
of that is the 3rd part of Bartok’s Concert for Orchestra, “Elegia” expressing 
a rich palette of grimness and emotional distress, going in many directions 
typical of that state.5 In contrast to that, the end of the third part of Tchai-
kovsky’s Sixth Symphony, “Pathetic” is massively life-approving, and joy-
ful. Most often music expresses emotional episodes where one emotion is 
predominant but it is interwoven with a rich palette of other emotions. 
 Besides emotions music can express also sensations and it can deliver 
conceptual meaning, or so I would like to argue. Here are a few examples.  
 The first movement of Beethoven’s Six “Pastoral” Symphony starts with 
an indication on the score by the composer “Awakening of cheerful feelings 
on arrival at the countryside” and indeed it sounds like being in the middle 
of the nature enjoying its sights. In the 2nd movement, “Scene by the 
brook”, we can recognize the typical impressions of being around a brook. 
Not to speak about the 4th movement, “Thunder, Storm”, where the threat-
ening impressions of an arriving storm and thunders are ingeniously recre-
ated by the great composer. 
 Next, music can express concepts or categories like elegance, lyricism, 
drama, nostalgia, and melancholy in a way that is illuminating in regard to 
obtaining (a better) understanding of these concepts. More precisely, it can 
express conceptual content in a non-verbal way. Mozart’s Piano Sonata No. 
15 (Facile), for instance, is a quite uncontaminated illustration of elegance. 
Played to a child it could be the child’s first encounter with the conceptual 
meaning of elegance—a concept that is in any case learned ostensively. That 

                                                 
5  The statements that I make about the examples given in this section are based 
on my personal introspection during listening to these pieces. They were also con-
sulted with professor of conducting and doctor honoris causa of Bulgarian National 
Conservatory Ivan Bakalov to whom I am very grateful. During a presentation at 
the Philosophy Department of the University of Liege, Belgium, I played some of 
these pieces to the audience, and they agreed with the general characterizations 
provided here.  
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music will automatically supply the child’s concept of elegance-to-be-mas-
tered with reference to particular qualitative characteristics.  
 Here are a few other examples of how music can deliver conceptual con-
tent. Some musical pieces express concepts by previously established stere-
otypes. For instance, Schumann’s Kinderszenen Pieces, Mendelssohn’s 
Lieder ohne Worte or Chopin’s Nocturnes are stereotypical examples of lyr-
icism.  They are conventionally described as examples of "lyricism" (e.g. in 
musical lexica). This does not mean, however, that they express lyricism by 
convention. Rather, they possess typical features which make them lyrical, 
and which are experienced as lyrical in a motivated manner.6 Again, we can 
explain to someone what lyrical means by playing any of these works pre-
cisely because they embody typical qualities of the lyrical experience. The 
same holds for other concepts like “nostalgia” and “melancholy”. Melan-
choly music can give us an idea of what melancholy is. Imagine an exercise 
in which you and I have to find typical musical expressions of nostalgia and 
melancholy that we agree upon.  Such exercise would likely be illuminating 
for purposes of distinguishing between these two concepts, and gaining 
deeper understanding of each of them.  
 Other pieces of music can evoke conceptual content in lack of correspond-
ing stereotypes. For example, Dan Hartman’s album New Green Clear Blue 
is supposed to be a journey in the subconscious. In Hartman’s own words:  

The basis of this album was to use tones and shades in certain 
patterns so the door to a listener's subconscious would be 
opened…There's nothing placed in the music to tell you things. 
It's merely my trying to tap the subconscious feelings of people 
who listen to it….I was unlocking my own subconscious. And the 
first two or three pieces I listened to I felt were planets away from 
fulfilling my concept. Little by little it began to flow… I sat at 
the keyboard and created some sounds that seemed interesting. 
When I listened back, I was amazed it came out completely as 
one piece…. I played it to my neighbors. Some said it put them 
in a state where they felt very intimate with themselves. (Camp-
bell 1989, 22) 

                                                 
6  I am grateful to anonymous reviewer for helping me to clarify this idea. 
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 In short, Hartman’s album enabled the listeners to explore their subcon-
scious without a previously settled stereotype. At first, the music he wrote 
did not correspond to his concept, but then it came out surprisingly as he 
wanted it because he managed to recreate in sound the phenomenal prop-
erties that he felt were right.   
 Our examples are based on both absolute and program music.7 Absolute 
music refers to purely abstract organization of sounds—to those musical 
works that contain no titles or words, such as Mozart’s Piano concerto No. 
21. Program music usually refers to songs, to music complemented with 
words. When philosophers discuss musical expression they prefer to limit 
their talk to absolute music. But program music has its own typically mu-
sical way of expression.  Titles or words of a musical work can trigger one’s 
perceptual imagination to take a certain path; yet music, on its own, does 
a lot, epistemically speaking, to supply these words with phenomenal con-
tent. For example, the title of Hartman’s album “New Green Clear Blue” 
could enable one to experience a blue color as having the characteristics of 
a new green: freshness, serenity etc. by listening to that music (not just by 
digesting the verbal meaning). In other words, a musical title is just too 
schematic and uninformative without the proper musical part. It cannot be 
considered as entirely determining the musical meaning. Instead, it is just 
a trigger for listening in a certain way. Hence, program music on its own 
can convey adequate, clear, and rich information about some of the aspects 
of our states that we cannot so informatively talk about. 
 In sum, some words of our languages refer to our states: lyrical, cool, 
dramatic, stressful, etc. Understanding the full-fledged meaning of these 
words entails having been in touch with certain phenomenology. Generally 
speaking, that phenomenology is more efficiently communicated with music 
than with words. Music enables a first-hand experience of the phenomenology 
of our states, and thus it contributes to our conceptual knowledge. By doing 
so, it can serve as fuller-fledged answer to questions like “What does melan-
choly mean?” than a verbal definition: “a feeling of pensive sadness, typically 
with no obvious cause”. It adds flesh and bones to the verbal meaning. 
                                                 
7  Even though some of the compositions we have been discussing have titles, I 
have been focusing on what music can convey independently of these titles, as pure 
abstract organization of sounds. 
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2. The master argument 

 Musical examples given in the previous section are meant to support my 
main argument together with another important premise. Here is the prem-
ise. It seems to me uncontroversial that, as far as concepts about inner 
experiences are concerned, experiences themselves supply us with richer 
conceptual content than the schematic content encoded in the verbal sym-
bols standing for these concepts. If that is true, we can draw a bolder con-
clusion: possession of conceptual content is possible without the existence 
of a corresponding verbal symbol.8 Here is an illustration. The phrase “sex-
ual harassment” was introduced in USA in a 1973 report about discrimina-
tion called Saturn's Rings by Mary Rowe (Kamberi and Gollopeni 2015). 
For sure many people had experienced sexual harassment before the phrase 
was introduced in English language. We can plausibly assume that, since 
they were acquainted with the phenomenon first-hand, they possessed raw 
conceptual content related to the verbal label introduced later. In other 
words, since they knew what it feels to be sexually harassed, they knew 
what sexual harassment means better than people who had never experi-
enced it. Based on this example we can conclude that possession of concep-
tual content is possible without the existence of corresponding word or 
phrase in a language standing for the concept in question.9 This statement 
is crucial for my argument.   
 Here is the argument itself:  

1. We possess concepts of inner experiences, the content of which relates 
to how these experiences feel like. Examples of such concepts are: lyr-
ical, nostalgic, melancholy, joyful, distressful etc. (assumption) 

2. We can possess conceptual content related to such concepts without 
the existence of corresponding verbal symbols. (from our example of 
“sexual harassment”) 

                                                 
8  I admit that this step of the argument is bold given the debate over the repre-
sentational nature of the mind during the last sixty years, provoked by the Language 
of Thought Hypothesis. For an updated version of the hypothesis see (Fodor 2008). 
However, I think that the statement is justified in the context of my argument. 
9  I am grateful to Zsofia Zvolensky for suggesting me to use this example. 
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  Therefore,  
3. A verbal phrase does not necessarily exhaust the conceptual content 

it stands for. (from 1, 2) 
  Therefore, 

4. In some cases, it is impossible to exhaustively communicate a concept 
just by using the corresponding verbal phrase.  (from 1, 2, 3) 

5. Music can convey to the listener conceptual content that words can-
not.  (from 4 and the musical examples)    

6. By listening to music the listener can find in herself emotions or 
phenomenal experiences, more generally, which she has never expe-
rienced before. (from the example of Dan Hartman’s album New 
Green Clear Blue) 

 This argument clearly approves of an unpopular position, namely that 
phenomenal experiences have cognitive value which is worth epistemological 
attention. Accordingly, the putative knowledge that we gain through music 
is valuable. I think that phenomenology of our senses matters cognitively 
for at least two reasons. First, without it, we would miss conceptual content 
that determines our everyday communication. Secondly, how a state feels 
can have significant causal consequences for our actions. For instance, there 
are implicit states that we cannot verbally articulate or introspect. Since 
we cannot introspect them we cannot monitor them either. But they can 
affect our behaviors. Good examples are unconscious fear and unconscious 
jealousy. Getting to know the phenomenal character of such states enables 
one to recognize them within oneself and within others when empathy is 
needed.  

3. Expressive Content of Music 

 One specific difference between musical expression and verbal reports is 
that listening to music involves first-person perspective of the listener. Mu-
sic puts the listener in intimate contact with her own states by offering a 
match for these states. The possibility of matching a musical theme with 
one’s own experiential states is crucial for the capacity of music to convey 
knowledge to an attentive listener. The match is due to musical theme  
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having expressive content which corresponds to the phenomenal character 
of a state.  
 I will call articulation of phenomenal character “expressive content”. I 
borrow the notion of content from the contemporary discussions of content 
of perception to stand for something like “the content of a newspaper” as 
opposed to “the content of a bucket”.10 In particular, I will use “expressive 
content” to stand for musical articulation of the expressed states.11 Musical 
expressive content is very different from propositional content. However, I 
will argue that it has adequacy conditions by analogy to the way in which 
propositions have truth conditions. Adequacy conditions of musical experi-
ence are crucial for the capacity of music to convey knowledge of our inner 
states.  
 In the next two sections, I will address the following two questions: how 
musical expressive content can match phenomenal character of mental epi-
sodes and what adequacy conditions of musical articulation are. 

4. The multi-space model of musical expression 

 My argument outlined above is inspired by Mitchell Green’s book “Self-
Expression” (Green 2007). In the last chapter of the book, Green develops 
a theory of artistic expression which can serve as a basis for analyzing 
knowledge that we typically gain through art. He points out that the main 
role of artistic expression is to show how our feelings feel. This is possible, 
Green (2007, 178-182) claims, due to the phenomenon of inter-modal con-
gruence (also known as cross-modal congruence). According to this phe-
nomenon, some sensations within one sensory modality seem to bear more 
of an affinity to some sensations within another sensory modality than to 

                                                 
10  The distinction is drawn by Susanna Siegel (2016). 
11  This notion of “phenomenal content” comes close to what Paul Noordhof (2018) 
calls “phenomenal content”: “Talk of content at this point is not meant to convey 
some notion of propositional content. It is simply to capture the thought that our 
mental lives seem made up from various elements which we cite to characterize what 
it is like to be undergoing them at a certain point in time. Some of these elements 
may be no more easy to specify than as a feeling of yearning.” (Noordhof 2018, 97) 
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others. Examples of the phenomenon include: people systematically relating 
high pitch with bright light and low pitch with gloomy light. The same 
holds between sensations, moods, emotions, and all states with phenomenal 
character. For example, the major chord sounds systematically cheerful to 
us, whereas the minor chord sounds sad. Other examples that Green cites 
concern people thinking that yellow is more like the sound of a piccolo than 
it is like the sound of an oboe; that the smell of sulfur is more like rough 
than it is like smooth; that the taste of lemon is more like the minor chord 
C–E flat–G than it is like the major chord C–E–G, etc. (Green 2007, 179) 
The congruence, Green notices, holds in an irreversible way: 

(S)ome kinds of inter- as well as intrapersonal inversions do not 
seem possible. It is difficult, for instance, to see how there could 
be an interpersonal inversion as between pain and pleasure. This 
would require that the experience that I feel upon cutting my 
hand with a knife is like the experience you feel upon stroking 
velvet. Likewise, we can rule out the possibility that a minor 
chord sounds sad to me but happy to you. (Green 2007, 184) 

 Green provides a methodologically insightful explanation of why and 
how the congruence occurs. He offers a multi-dimensional explanatory 
model in order to explain the congruence. Green suggests that our sensa-
tions, emotions and moods may be described along a number of dimensions, 
including the following three: 

– intense/mild 
– pleasant/unpleasant 
– dynamic/static. 

 Green limits his talk to these three basic dimensions for simplicity hav-
ing in mind that the theory allows for introduction of unlimited number of 
such dimensions. Hence, he introduces the idea of a three-dimensional space. 
Green (2007, 179) asks us to imagine the above mentioned dimensions as 
placed in a coordinate system creating a three-space. He further assumes 
that we perceive phenomenal characteristics as regions in the three-space. 
There are few possibilities to locate states in that space. First, imagine a 
joy which stands phenomenally in a particular intersection between the 
three dimensions (say rather intense, rather pleasant and relatively  
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dynamic). It will be represented with one point in the three-space, an in-
tersection between the three parameters. We will call these points “regions”. 
Alternatively, a state might have phenomenal characteristics only along the 
intense-mild dimension, but not along the other two dimensions. That state 
will be mapped as a single point on one dimension only. Finally, a state 
might be two-dimensional, for instance pleasant and mild but neither dy-
namic nor static—such as the taste of a smooth cream. This state will be 
mapped with two dots on two regions along the intense-mild dimension and 
the pleasant-unpleasant dimension.  
 The idea of the three-space provides a powerful explanation of how a 
stimulus can express states with phenomenal character. Compare our ex-
ample of a joy which stands phenomenally in a particular intersection be-
tween the three dimensions (intense, pleasant and dynamic) with an audi-
tory experience that occupies the same or very close particular intersection 
of these three dimensions (i.e. an intense, pleasant and dynamic sequence 
of sounds). The two experiences feel the same because they are congruent 
in the three-space. Granted their congruence, that sequence of sounds can 
express that joy; a listener can hear it as that joy.  
 To put it more formally, let us distinguish between an expressive stim-
ulus “ES” and an expressed state, “E”. We can plausibly assume that when 
ES overlaps with a region or a set of regions in the three-space which E 
occupies, it expresses E. In the case of precise mapping between the regional 
spaces of E and ES, ES will be quite informative about the qualitative 
character of E. If E is too complex, presumably ES can give us an idea of 
how E feels even if it does not map all the regions of E. Certainly, there is 
an issue of how much overlapping is enough to make a state recognizable, 
but we will not deal with it here.  
 Let us turn back to music. Music is an art which develops through time. 
So, if we want to use the three-space theory to explain musical expressive-
ness we will have to assume that musical expression draws a trajectory of 
expressive stimuli or regional activations in a multidimensional space and 
in a multidimensional time. Musical trajectory (MT) is the musical coun-
terpart of what I call ES together with its progression in time. Imagine a 
state E developing in time from point A to point D and activating different 
regions in the three-space at different moments: ABC and D. MT expresses 
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E by activating the same three dimensional regions as E. Thus MT enables 
a listener to phenomenally experience a mental episode developing in time. 
Table 1 below illustrates the idea.  

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Table 1: Musical trajectory in the three-space 

 I would like to provide some examples of how the Western musical the-
ory enables composers to “describe” mental attitudes using the three-space. 
The examples are based on tempo, dynamics and harmony. 
 Musical tempo allows a composer to place a musical fragment along 
static-dynamic dimension. The standard expressive tempo forms vary form 
grave (very, very slow) to largo (very slow) to adagio (quite slow) to an-
dante (a walking pace) to moderato (moderate) to allegro (fast and cheerful) 
to vivace (lively) to presto (very fast) and finally to prestissimo (fastest). 
The overall shape of the melody going upward, downward, or remaining 
static also contributes to that. 
 Another chapter from the musical theory, dynamics, allows composers 
to express states along intense-mild dimension ranging from pianissimo to 
fortissimo. Directions to change dynamics either suddenly or gradually, 
on the other hand, enable ranging of intensity through time. The standard 
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possibilities here are crescendo, decrescendo or diminuendo, sforzando, 
etc. 
 What about the pleasant/unpleasant dimension? Music can express dif-
ferent pleasant states such as joy, liberation, triumph, romance etc. On the 
other hand, it can express sadness, drama, tragedy, horror, anxiety, and 
other unpleasant states. To start from the unpleasant, there are various 
ways to suggest an unpleasant state through a piece of music. One way is 
to accelerate tension, typical of emotions like anxiety, distress, drama, and 
horror. This can be done by increasing harmonic density, i.e. by harmonic 
accumulation.  Similar effect can be achieved through a denser rhythm as 
well as by gradually increasing the density of the facture to tutti. We en-
counter such a way of building tension in “The Death of Tybalt” from 
Prokofiev’s ballet Romeo and Juliet where the timpani beat and the full 
capacity of the orchestral tutti create a feeling of a strong tension and trag-
edy. Another example is the 4th part of Beethoven’s Pastoral Symphony 
“Thunder Storm” where use of crescendo and the increase of density of 
sound and rhythm represent a growing anxiety in the face of upcoming 
storm. Sadness falls under phenomenally different group of unpleasant 
states. It is silent and slow. Sadness can be represented by using minor 
harmony, timbre in the middle to low register, and articulation in legato. 
 Likewise, there are various ways to express pleasant emotions. Here the 
choice of a theme is quite important: a well-connected, uninterrupted mel-
ody, predominantly in legato, consonant in terms of intervals and harmony 
creates a feeling of pleasure. For achieving such effect, melody should dis-
play certain diversity which helps the development of the phrase. To put it 
simpler—it should not be boring. Appropriate articulation and diversity of 
tempo also contribute to expressing pleasant emotions.  
 These are some basic possibilities. Composer, of course, can use various 
expressive means simultaneously to place a musical fragment in a sin-
gle/multidimensional region, and thus to express and articulate phenomenal 
character of a state developing in time. Western musical system alone is a 
well-developed and structured palette of such expressive means.  
 I believe the explanatory potential of the multi-space theory, proposed 
by Mitch Green, is visible to the reader. One can ask what the nature of 
this theory is and what its advantages over other theories of musical  
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expressiveness are.12 I take Green’s multi-space theory to be a useful ex-
planatory model of artistic expression. It is used to codify the ways in which 
we experience affinities among experiences from different sensory modalities. 
Also, it yields predictions concerning what sorts of congruencies people will 
experience. For instance, it will predict that people will find yellow more 
similar to the sound of piccolo than to the sound of oboe; that compositions 
in minor chord would, more likely, sound sad than joyful to us, etc.  
 Applied to music, Green’s multi-space model has a significant advantage 
over other theories of musical expressiveness13. Unlike any of them, it ex-
plains musical expressiveness as property of the music itself. There are two 
main alternative theories of musical expression: the expressive theory and 
the arousal theory. The expressive theory explains musical expressiveness 
in terms of composer’s or performer’s intentions to express emotion. But it 
faces the inconvenience of having to explain inadvertent expressions. 
Green’s multi-space theory accounts for that possibility: expressiveness su-
pervenes on the quality of the sound sequence, not on anyone’s intention. 
The arousal theory, on the other hand, states that musical expressiveness 
is the quality of music to trigger emotions in the listener. That theory faces 
a circularity problem. It affirms that musical expressiveness depends on the 
listener’s response given that the response itself is supposed to depend upon 
the expressed emotion (in the explanandum). The multi-space theory 
avoids, to a certain extent the circularity of the arousal accounts. It suggests 
that listener’s response depends upon the precise location of the musical 
passage in the assumed multi-space which can fail to be adequate.  These 
overall advantages of Green’s theory of expressiveness will help us to ex-
plain, in what follows, the epistemic potential of music. 

5. Adequacy conditions of musical expressive ascriptions 

 Next, I want to address the issue of adequacy conditions of musical 
expression. But first, let me draw your attention to the notion of fictional 

                                                 
12  I am grateful to my blind reviewer for raising this question. 
13  For an outline of the main theories of musical expressiveness see section “Emo-
tions in the Music” of (Kania 2017). 
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truth in literature. There are things true in a literary fiction although, of 
course, they are not actually true. For instance, “Anna Karenina was driven 
to suicide by her failed affair” is true in the famous novel by Tolstoy. The 
debate about fictional truth is mostly limited to literature. However it is 
useful for our purposes to try to find an analogue in the domain of music. 
Despite the obvious differences, I claim that there is an analogy between 
fictional truth and musical expression. This is roughly how it goes:  

When a novel x asserts that y (and does not deny it), y is true in x, 
where y is a fictional event or state of affairs. 

is analogous to 

When a musical sequence x stands within certain parameters in the 
multi space-time, it is expressive of any state with the same parameters 
in the multi space-time.  

 One may think, and rightly so, that the term “truth” is unfortunate 
when it comes to musical expression. In many cases, x can be expressive of 
p, q, y, or z depending on the associations of the listener. Nevertheless, on 
my view, all these ascriptions can be adequate to x if they are congruent 
with x. “Being adequate to x”, according to the multi-space theory means 
occupying the same region in the multi-space that x occupies. So, the lis-
tener can adequately associate x with any possible state that occupies the 
same region in the three-space that x occupies. Adequacy is the right term 
here and, of course, it differs from truth. Yet, in some cases, the musical 
context enables us to choose the most plausible referent of the expression.  
 Imagine again a musical sequence developing in the multi space-time 
from point A to point D activating the same regions: a, b, c and d in a 
listener’s mind. I claim that in case of adequate matching, the listener can 
literary perceive the expressed phenomenal properties. Green is actually 
skeptical about such possibility:  

Another source of resistance to the thesis that some emotions are 
perceptible might focus on their qualitative dimension. We’ve 
acknowledged that many emotions, including the basic ones, of-
ten characteristically have a qualitative feel: there is a certain 
way that rage feels to the person undergoing it; likewise for  
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disgust, and perhaps also for happiness and sadness. Further-
more, how these emotions feel is not something that a third party 
can perceive with her senses: it is far from clear how I might go 
about observing the qualitative character of your emotion. (Green 
2007, 91) 

 It seems to me that, given the explanatory potential of Green’s own 
multi-space model, such skepticism is unjustified. Music is not only capable 
of showing how certain states feel but it can do so by making the qualitative 
characteristics of such states perceptible to the audience. I want to argue 
that the strength and the originality of Green’s theory comes vastly from 
the fact that it accounts for such a possibility. This gives it a significant 
advantage over Peter Kivy’s contour and convention theory which Green 
thinks is a necessary complement of his multi-space model. Although Green 
draws inspiration from Kivy’s valuable legacy in philosophy of music, I do 
not think that he needs to consider the contour and convention theory as 
an indispensable ground for his own theory. 
 Let me explain why. Peter Kivy (1980) claims that music expresses emo-
tion by being structurally analogous to human expressive behavior or, where 
that is not the case, it expresses emotions by convention. The theory fits to 
a great majority of musical examples.14 However, it fails to account for the 
intuition that music can express contents of inner states independently of 
purely behavior characteristics, i.e. of purely motor behavior. For example, 
music can express complex attitudes that have no analogue in human be-
havior and, at the same time, without previously established conventions.  
 In her review of Kivy’s book The Corded Shell, Anne Hall has detected 
a similar problem in the contour and convention theory:  

Compared to music, physical motion can be quite ambiguous in 
its expression of emotion. We hear music as feeling when we hear 
the kinds of processes and events that characterize both music 
and our feelings: tension, suspension, deception, growth, subsid-
ence, resolution, disintegration, triumph. In order to hear music 
as feeling we must hear not just its surface characteristics but the 

                                                 
14  For instance, Mussorgski’s “Two Polish Jews: Rich and Poor” from Pictures at 
an Exhibition. 
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way it works, its course of events, which is why this seems a more 
important part of musical experience than the hearing of music 
simply as analogue of motor behavior. (Hall 1984, 107) 

 Green’s multi-space theory, in contrast, connects musical expressiveness 
to our inner states. If music is well equipped to recreate the phenomenal 
path of our mental lives, one might wonder why, at all, considering the 
analogy with motor behavior? One reason is because music sometimes char-
acterizes events in the external world as opposed to inner states. Such 
events have contour which the multi-space theory apparently cannot ac-
count for. How would Green face the challenge? It is plausible to assume 
that music “speaks” of external events by sonically recreating our sense 
impressions of such events in the multi-space. Hence the multi-space theo-
rist can assume that when a musical sequence occupies the same region(s) 
that our sense-impressions of an external event occupy, it expresses that 
event. For instance, sunsets feel mild, pleasant and static to us. So, musi-
cally, we can represent a sunset by producing a sound sequence that is mild, 
pleasant and static in a sunset-ish way.15 As far as the convention part of 
Kivy’s theory is concerned, it was offered to account for the expressive dif-
ference of major and minor chord. Again, I think that the multi-space the-
ory provides a better explanation. Instead of saying that a composition in 
minor chord sounds sad by convention, the theory says that these compo-
sitions have characteristics that occupy the same regions as our sad states. 
If all that is correct, the multi-space theory has the explanatory resources 
of the contour-and-convention theory and a sufficient generality to stand 
on its own ground. 

6. Music and knowledge. The listener’s perspective 

 In this section, I provide an account of musical knowledge and I try to 
explain further why listening to music is epistemically valuable. According 
to Peter Kivy (2002, 135-160 and 251-264) music is not about enriching our 
                                                 
15  For recreating typical characteristics of an external event one may need to use 
a fine-grained scale of nuances. In this case—to make the sunsetish features more 
salient—the three parameters maybe insufficient.  
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knowledge; it is about pleasure and enjoyment of musical form with its 
development in time. From a certain, perspective Kivy is justified to claim 
that. As we suggested in the beginning of this article, it is clear that music 
is not meant to deliver propositional knowledge, at least not directly. Sec-
ondly, non-propositional knowledge is not considered to be proper 
knowledge by the majority of epistemologists. Epistemologists working in 
the analytic tradition have distanced themselves from non-propositional 
knowledge. There are two strategies to do that. The first one is to restrict 
the epistemological analysis of knowledge to propositional knowledge only. 
The second one is to claim that non-propositional knowledge is reducible to 
propositional knowledge. Also, knowledge about the phenomenology of our 
states has been vastly underestimated by contemporary epistemologists. 
One reason for that is because it is considered irrelevant to knowledge of 
the external world as shown by the inverted spectrum thought experiment.16 
 By “non-propositional knowledge” I mean knowledge-how. I have argued 
in (Bakalova 2019) that non-propositional knowledge is basic and that it is 
not reducible to propositional knowledge. I have also argued that both kinds 
of knowledge can be subsumed under a common account of knowledge of-
fered by Ernest Sosa (2007) and John Greco (2010). The two authors claim 
that knowledge is success from ability, i.e. that it is an apt performance: 
successful, because competently formed. In this section, I will use the abil-
ity-based account of Sosa and Greco to define musical knowledge.   
 Ernest Sosa (2007, 22-44) clarifies the above definition of knowledge in 
the following way. He maintains that each performance has a goal, and can 
be assessed according to three main criteria: accuracy, adroitness, and apt-
ness (AAA structure). Accuracy is a criterion of successfully achieving the 
goal, adroitness is a requirement of having the ability for successfully 
achieving the goal, and finally and crucially, aptness is achieving the goal 
as a result of applying the ability. The crucial epistemic relation of “apt-
ness” is a causal relation between competence and reaching the goal, where 
competence is a cause and reaching the goal is an effect. To clarify the 
notion of aptness, Sosa draws an analogy between a cognizer and an archer. 
When an archer hits the target as a result of her skill her shot is apt. 

                                                 
16  For a discussion of this topic, see (Chalmers 2004). 
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Likewise, when a cognizer reaches cognitive success more generally as a 
result of her competence, her success is apt and therefore it amounts to 
knowledge. Even when it comes to propositional knowledge, the epistemic 
normativity is a kind of performance normativity: beliefs fill in the slot of 
performances;17 truth fills in the slot of success.  
 The target of our analysis is phenomenal knowledge obtained by listen-
ing to music. I take phenomenal knowledge to be a kind of knowledge-how: 
knowledge how certain mental states feel. It also entails a procedural and 
more straightforwardly performative kind of knowledge-how where adroit-
ness is salient: having good orientation in the multi-space and eventually - 
being able to use that orientation in practice.   
 Let me clarify the main components of my analysis which correspond to 
the structural components of Sosa’s account: performance, success, and jus-
tifying ability. Our journey starts from attentive listening to expressive mu-
sic. The first stop is listener’s phenomenal grasp of musical expression. The 
grasp is presumably based on one’s sensitivity guided by cross modal con-
gruence. It corresponds to Sosa’s performance. Secondly, I take the ability 
responsible for that grasp to be perceptual ability. In concrete, it is the abil-
ity of hearing a musical sequence as a kind of state. Hearing something as 
something else is a perceptual recognitional ability. I can recognize Emma 
by the sound of her hills in the corridor. One way to do so is by detecting 
the phenomenal character of the way she walks. Likewise, musical recogni-
tional ability reliably brings to mind matching or adequate sensations (in 
the sense described in the previous section). Such recognition can happen 
with or without emotional contagion.  
 Let us move to the success component. Exercise of ability in question 
can amount to hearing or seeming to hear a musical fragment as expression 
of certain state. In successful cases, one hears musical expressions ade-
quately. If the listener only seems to hear an expression without actually 
hearing it, it would not count as success. In such cases, the listener might 
be biased by her own subjective attitudes or distracted by her momentary 
moods or she may have lost the ability.  

                                                 
17  For criticism, see Engel (2013)  
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 In sum, when a listener is able to follow perceptually the phenomenal 
character of a musical expression and she does so as a result of attentively 
exercising her ability, she gains musical knowledge. We are now ready to 
propose our definition of musical knowledge which combines Green’s multi-
space model of musical expressiveness with Sosa-style virtue epistemology:18 

MK: A listener knows that a piece of music is expressive of certain state 
x iff the listener’s grasp of x is adequate because adroitly placed on the 
multi-space occupied by x. 

 I think that this definition of musical knowledge is not prima facie con-
troversial. What is more controversial perhaps is the value of musical 
knowledge. So, at the end of this article, I would like to say few words about 
the value of musical knowledge as defined here—knowledge that is exclu-
sively a product of listening to music. I think that such knowledge enables 
us to go deeper into how we experience our lives and how other people do 
so. It enhances our orientation in the multi-space of sensual information, 
and enables us not only to imagine but also to have vivid awareness of 
certain states when needed. For instance, the capability of evoking vivid 
awareness helps us to understand and empathize with others when they 
are in need. It matters also in situations where we have to take rational 
decisions based on our estimation of emotional consequences. Together 
with that, not only one’s emotional intelligence grows, but one’s expres-
sive intelligence grows too. In sum, awareness of the qualitative side of 
our experiences could impact our values and decisions that we make per-
sonally and as a society: our capability of practical wisdom, interacting 
with each other, giving pleasure to each other, enhancing and raising the 
quality of our lives. Finally, I hope that this article makes a modest con-
tribution towards appreciating the epistemic value of music and also—that 
it encourages the analysis of non-propositional knowledge about which we 
know so little. 

                                                 
18  For instance the basic principles outlined in (Sosa 2007). 
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Abstract: My aim in this paper is to examine Mitchell S. Green’s 
notion of self-expression and the role it plays in his model of illocu-
tionary communication. The paper is organized into three parts. In 
Section 2, after discussing Green’s notions of illocutionary speaker 
meaning and self-expression, I consider the contribution that self-
expression makes to the mechanisms of intentional communication; 
in particular, I introduce the notion of proto-illocutionary speaker 
meaning and argue that it is necessary to account for acts overtly 
showing general commitments that are not ‘marked’ as being specific 
to one or another illocutionary force. In Section 3, I focus on Green’s 
account of expressive norms and argue that their function is to sta-
bilize rather than constitute the structure of illocutionary signalling 
systems; moreover, I examine critically Green’s idea according to 
which expressive norms enable us to indicate the force of our speech 
acts and suggest that they play a key role in the mechanisms for 
epistemic vigilance. Finally, in Section 4, I elaborate on the idea of 
discourse-constituted thoughts—or, in other words, thoughts that ex-
ist in virtue of being expressed in making certain conversation-bound 
speech acts—and use it to develop a more comprehensive model of 
the expressive dimension of speech acts.  
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1. Introduction 

 In this paper I examine Mitchell S. Green’s (2007; 2009; 2016) notion of 
self-expression and the role it plays in his theorizing about illocutionary 
communication. In particular, my focus is on expressive speech acts: asser-
tions, requests, promises, apologies, congratulations, and other illocutions 
“for which Moorean absurdity is possible” (Green 2009, 155). According to 
Green, a characteristic feature of expressive speech acts is that they “are 
designed to provide propositional-knowledge-enabling evidence of psycho-
logical states” (Ibid., 146); in other words, expressive speech acts are de-
signed to signal and show introspectively available states that are specified 
in their sincerity conditions: assertions are designed to express beliefs, re-
quests desires, promises intentions, apologies regrets, and so on. Green also 
claims that the mechanism which vouchsafes the stability of the above-
mentioned signaling systems—i.e., systems comprised of illocutionary acts 
and the psychological states they express—makes an essential use of the so-
called sincerity or expressive norms; roughly speaking, the norms in ques-
tion constitute the structure of the social environment in which expressive 
speech acts function as handicaps: signals difficult to fake in virtue of being 
costly to produce (Ibid., 150-151). 
 The paper is organized into three parts. In Section 2, I begin with dis-
cussing Green’s notions of illocutionary speaker meaning (Green 2007, 74) 
and self-expression (Ibid., 43) and, next, move to considering the various 
roles of self-expression in intentional communication. In Section 3, after 
discussing Green’s model of expressive speech acts as handicaps, I argue 
that the function of what Green calls expressive norms is to stabilize the 
structure of illocutionary signalling systems rather to enable us to indicate 
the force of our speech acts; in other words, I cast doubt on the idea that 
expressive norms enable us to indicate “how what is said is to be taken and 
what would count as an appropriate reply” (2009, 160), and suggest that 
they form an essential part of the mechanisms for epistemic vigilance. Fi-
nally, in Section 4, I distinguish between two types of self-expression: (i) 
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expressing with the thinking-to-speaking direction of influence and (ii) ex-
pressing with the speaking-to-thinking direction of influence or, in other 
words, between (i) expressing discourse-independent thoughts and (ii) ex-
pressing discourse-dependent thoughts. I argue that the notion of discourse-
constituted or discourse-dependent thoughts—together with the corre-
sponding idea of expressing with the speaking-to-thinking direction of influ-
ence—enables us to arrive at a more comprehensive model of self-expression 
in illocutionary communication.   

2. Meaning, expressing, and intentional communication 

2.1. Speaker meaning as a species of signalling 

 In “Self-Expression” Mitchell Green (2007) offers a redefinition of the 
Gricean notion of speaker meaning. The basic idea underlying his model of 
intentional communication is that “speaker meaning [is] a species of signal-
ling” (Green 2007, 75). More specifically, he uses the conceptual framework 
of his signalling model of communication to define three notions: factual 
speaker meaning (Ibid., 67), objectual speaker meaning (Ibid., 68), and illo-
cutionary speaker meaning (Ibid., 74). A central idea behind these concepts 
is that to speaker-mean an item—a fact, an object, or a commitment, re-
spectively—is to signal and overtly show it: to perform an action intending 
that in performing it, first, one enables knowledge about the signalled item 
in an appropriately endowed receiver and, second, makes it manifest that 
one has this intention. In the remaining part of this paper I use the term 
‘intentional communication’ to refer to the practice that consists in per-
forming acts of objectual, factual, and illocutionary speaker meaning; in 
Subsection 2.3 below, however, I introduce the notion of proto-illocutionary 
speaker meaning and argue that it is necessary to account for those forms 
of intentional communication that cannot be explained as cases of objectual, 
factual or illocutionary speaker meaning. 
 According to Green, a signal is “any feature of an entity that conveys 
information (including misinformation) and that was designed for its ability 
to convey that information.” (Green 2007, 49) For instance, bright colora-
tion in a poisonous tree frog signals potential predators that it is noxious if 
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eaten; an alarm call produced by a vervet monkey signals to its conspecifics 
the presence of a predator in their vicinity; my scowl signals to my inter-
locutors that I’m anxious or angry, and my smile signals that I’m happy.  
 Veracious or sincere signals constitute special cases of showing. Gener-
ally speaking, to show an item is to provide evidence for it and thereby 
enable knowledge of what is shown in appropriately endowed observers. I 
can use calculations to show that there is a black hole in the center of the 
Milky Way; I can roll my shoulders up to show my mosquito bites and, by 
the same token, to make them perceptible; and I can draw a picture of my 
new house to enable my friends to know how it looks. In sum—Green (2007, 
47-49; 2009, 141-142) argues—there are three forms of showing that enable, 
respectively, propositional, perceptual and qualitative knowledge in appro-
priately endowed observers.  
 Consider, for instance, a frog that belongs to a population of frogs whose 
bright coloration is associated to a high enough degree with their being 
noxious; according to Green, if the frog does not use Batesian mimicry to 
escape predation, its bright coloration not only signals, but also shows that 
the frog is noxious. Consider, by analogy, a population of vervet monkeys 
producing alarm calls that in a sufficient number of cases correlate with 
occurrences of predators; a veracious alarm call produced by one of these 
monkeys, then, both signals and shows the presence of a predator in its 
vicinity. Finally, taking into account behavioral regularities to be found 
among humans, my sincere scowl not only signals, but also shows my anger, 
and my sincere smile both signals and shows that I am happy.  
 Let us go back to discussing Green’s notion of speaker meaning. To 
speaker mean an item, he claims, is to deliberately and overtly show it. In 
other words, it is to produce or use a signal with an intention, first, to 
enable knowledge about the signalled item in an appropriately endowed 
receiver and, second, to make this intention manifest. Like Grice (1975) and 
Bach and Harnish (1979), then, Green defines the notion of speaker meaning 
in terms of overt and self-referential intentions.1 Unlike Grice and his fol-

                                                 
1  A characteristic feature of a self-referential intention is that its content involves 
reference to the intention whose content it is (Green 2007, 66n); some self-referential 
intentions are reflexive in that their fulfilment consists in their recognition (Bach 
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lowers, however, he claims that speaker meaning involves no audience-di-
rected intentions. In particular, it does not require intentions to produce 
effects on others, e.g., an intention to get the audience to form certain beliefs 
or other propositional attitudes. Manifesting or showing an item—an exter-
nal fact or object, a psychological state, a piece of information, and so on—
consists in making it publicly accessible; it can, but does not necessarily 
have to, involve bringing about a corresponding change in the cognitive 
state of the receiver. According to Green “it’s necessary and sufficient for 
speaker meaning that one overtly show something, or overtly show that 
something is so, or overtly show one’s commitment to a content in a certain 
way.” (Green 2007, 46) 
 In short, what constitutes the force and content of an act of speaker 
meaning construed as a species of signalling is not the Gricean audience-
directed intention with which it is made—if there is any—but what can be 
called the communicating agent’s signalling intention: her overt and self-
referential intention to manifest or show an actual fact, a real object, or her 
commitment to a propositional content. In putting things this way, Green 
rejects what Lepore and Stone call prospective intentionalism: “the view 
that the meaning of an utterance derives from the changes that the speaker 
plans for the utterance to bring about in the conversation.” (Lepore and 
Stone 2015, 200)2 At the same time, he integrates intentional communica-
tion—that consists in producing and interpreting acts of speaker meaning—
into a broad and comprehensive picture of communication provided by the 
signalling model (Green 2007; 2009) recently enriched with his conception 
of organic meaning (Green 2017; 2019b). According to this model, “[s]ignals 
constitute what [Green calls] organic meaning, which overlaps with natural 

                                                 
and Harnish 1979). As Green (2007, 68) notes, some authors cast doubt on the 
possibility of self-referential propositional attitudes. For instance, Mark Siebel (2003) 
argues that self-referential intentions in general and reflexive intentions in particular 
are unthinkable mental representations. For an attempt to resist Siebel’s scepticism 
about self-referential intentions, see (Witek 2009); for a critical discussion of Witek’s 
defence of the psychological reality of reflexive intentions, see (Siebel 2020, 106-107).  
2  For a discussion of Lepore and Stone’s criticism of prospective intentionalism, 
see (Witek 2016).  
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meaning while including speaker meaning as a special case.” (Green 2017, 
317)  
 To speaker mean an object is to overtly and deliberately show it or, in 
other words, to make it perceptible to or at least accessible to the attention 
of appropriately situated observers; to factually speaker mean that P is to 
overtly and deliberately show that P or, in other words, to show the fact 
that P; finally, to speaker mean that P φ-ly—i.e., to perform an act of 
illocutionary speaker meaning—is to overtly show one’s commitment to the 
proposition P under force φ or, in other words, overtly show one’s φ-specific 
commitment to the proposition that P. It is instructive to stress that show-
ing, unlike signalling, is a ‘success’ notion: one can only show actual facts 
and real objects (Green 2007, 49); a faked signal only appears to show what 
it signals. For this reason, both objectual and factual speaker meaning are 
factive. Illocutionary speaker meaning, by contrast, is not factive: one can 
illocutionary speaker mean that P—for example, one can mean that P as 
an assertion—even though one lies or is mistaken in believing that P. The 
point is that what the speaker shows in asserting that P is not the fact that 
P, but her force-specific commitment to the proposition that P.3 Of course 
in issuing an utterance that takes effect as an assertion that P one can, 
provided it is true that P, not only show one’s commitment to the proposi-
tion that P, but also show the fact that P. It is important to keep in mind, 
however, that the utterance under discussion constitutes two different 
though closely related acts: as an act of factual speaker meaning, it shows 
the fact that P; as an act of illocutionary speaker meaning, it shows the 
speaker’s force-specific commitment to the proposition that P. 

2.2. Self-expression as a species of signalling 

 Green uses the conceptual framework of his signalling model of commu-
nication to define the following notion of self-expression:  

(S-E) “Where A is an agent and B a cognitive, affective, or ex-
periential state of a sort to which A can have introspective access, 
A expresses her B if and only if A is in state B, and some action 

                                                 
3  For Green (2007, 102-103), one cannot lie that P without asserting that P, i.e., 
without showing one’s commitment to the proposition that P. 
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or behaviour of A’s both shows and signals her B.” (Green 2007, 
43)4 

 A blush on my face betrays my embarrassment. It shows my affective 
state or, in other words, makes it cognitively accessible or even perceptible 
to appropriately competent observers: it is a cue that can be used by others 
to recognize my current psychological state. Nevertheless, it does not signal 
my embarrassment: the proper function of a blush on one’s face—i.e., its 
proper purpose understood as the effect for the production of which it has 
been selected for (Millikan 1984 and 2004)—is not to convey information 
about one’s affective state; rather, it seems to be a by-product of one’s 
“flight or fight” response to an embarrassing situation, which results from 
dilating one’s blood vessels to increase the quantity of oxygen delivered to 
one’s muscle.5 In short, my blushing shows but do not express my embar-
rassment. By contrast, a characteristic smile on my face, if sincere, both 
shows and signals my friendly attitude towards my interlocutor; it is natural 
to assume, namely, that friendly smiles have been selected or designed for 
their ability to convey friendly attitudes. For this reason, one’s sincere smile 
can be said to express one’s friendly attitude. It is instructive to note, how-
ever, that insincere friendly smiles fail to express what they signal. Like 
showing, expressing is a ‘success’ term. My sincere scowl express my anger. 
My insincere scowl, by contrast, only appears or purports to express it.  

2.3. Self-expression in intentional communication 

 Self-expression construed as sincere signalling of one’s own introspectible 
mental states plays at least three roles in intentional communication. First, 
(i) in some cases what the communicating agent expresses is identical to 

                                                 
4  It is worth noting—following one of the reviewers—that in one of his recent 
papers Green (2019a) offers a revised definition of self-expression in which he drops 
the “of a sort to which A can have introspective access” requirement. However, a 
detailed discussion of this revision goes beyond the scope of the present paper.  
5  As Green notes, however, “[a]dvances in the evolutionary biology of facial ex-
pression might show (…) that blushing did evolve to signal embarrassment” (2007, 
27) and, by the same token, show that a blush on one’s face is a signal; for references 
to recent works on blushing, see (Green 2019a).  
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what she speaker-means. Second, (ii) no matter whether it is speaker-meant 
or not, what is expressed may contribute to the determination of what is said. 
Third, (iii) many speech acts have a characteristic expressive dimension—
e.g., sincere assertions express beliefs, sincere promises intentions, and sincere 
apologies regrets—which plays a role in illocutionary communication.  
 (i) Let us focus, first, on cases in which what one speaker-means coin-
cides with what one expresses (Green 2007, 84). For the sake of illustration, 
let us consider what Tim Wharton (2003, 456n) calls deliberately shown 
natural behaviours: openly displayed natural manifestations—signs or sig-
nals—of what is within. For instance, my involuntary shiver means natu-
rally that I’m cold. It is instructive to stress, however, that it is a cue or 
sign rather than a signal, since the proper function of one’s shiver is to 
“generate heat by rapid muscle movement” (Wharton 2003, 469) rather 
than to convey that one is cold. By contrast, my scowl is a signal whose 
function—i.e., the effect for the production of which scowls qua signals were 
selected for—is to convey that I’m angry. However, even if produced in a 
normal way—that is to say, if produced spontaneously as direct manifesta-
tions of what one feels—shivers, scowls, and other natural behaviours can 
be overtly used to communicate what they naturally signify or signal. More 
specifically, I can openly display my shiver to make it manifest that I’m 
cold; by analogy, I can deliberately demonstrate my scowl to overtly show 
my anger. In general, one can openly and deliberately show one’s feelings 
by—as Wharton puts it—“making no attempt to conceal a spontaneously-
produced natural sign or signal in circumstances where it is obvious to both 
communicator and audience that she could have taken steps to conceal 
them.” (Wharton 2012, 575) In a similar vein, Green argues that automat-
ically produced natural manifestations of our affective states can be re-
garded as intentional signals—i.e., as instances of intentional communica-
tion—provided they “are not inhibited but, (a) at the time they are mani-
fested, could have been, and (b) we refrain from inhabiting them for a rea-
son”. (Green 2007, 96) Consider, for instance, my friend who deliberately 
maintains her spontaneous scowl or, in other words, purposefully makes no 
attempt to inhibit it. In doing this, she openly and intentionally shows her 
anger. In my view, she can also be regarded as overtly showing her anger, 
provided she makes clear the intention to show it.  
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 In producing a sincere overt scowl, then, I speaker-mean my anger or 
the fact that I’m angry; in other words, I perform an act of objectual or 
factual speaker meaning respectively. At the same time I express my anger. 
Therefore, in deliberately and overtly displaying my scowl I speaker-mean 
and express one and the same thing or state. What is more, my act of 
intentional communication builds and draws on my act of self-expression 
and, as a result, what I speaker-mean is directly determined by what I 
express: to express one’s own introspectible state is to signal and show it;6 
to speaker-mean what one expresses it suffices to signal and show it overtly. 
“Overt self-expression (…) is a form of speaker meaning.” (Green 2007, 82) 
 In short, sincere and overtly demonstrated natural manifestations of 
what is within take effect as acts of speaker meaning. Let us have a closer 
look, however, at non-sincere overt signals of introspectible states which, 
according to Green (2007, 97-98), should be also regarded as cases of speaker 
meaning. In particular, let us consider whether sincere and non-sincere overt 
scowls can be accounted for in a uniform way. Recall that in producing a 
sincere overt scowl, I perform an act of factual or objectual speaker mean-
ing; in other words, what I overtly show is either the fact that I am angry 
or my being angry, respectively. My non-sincere, overt scowl, by contrast, 
only appears or purports to show my anger and, for this reason, cannot be 
regarded as an act of objectual or factual speaker meaning (by the same 
token, it cannot be regarded as expressing my anger). Green (2007, 97-98) 
claims, however, that in making a non-sincere, though overt scowl I speaker-
mean my anger. How is it possible? To answer this question, it suffices to 
assume that what my non-sincere scowl overtly shows is not my anger, but 
my commitment to my being angry. In this respect, my non-sincere scowl 
can be likened to an act of illocutionary speaker meaning. In the case of the 
latter, however, what we show is a force-specific commitment, e.g., the com-
mitment characteristic of assertions, the commitment characteristic of pre-
sumptions, and so on. In the case of my non-sincere, overt scowl, by con-
trast, what I show is a general commitment that is not ‘marked’ as being 
specific to one or another illocutionary force. For this reason, I propose to 
describe it as a case of proto-illocutionary speaker meaning: like illocutionary 

                                                 
6  See Green’s characterisation of self-expression discussed in Subsection 2.2 above.  
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speaker meaning, it shows my commitment to a certain object or fact; the 
commitment thereby shown, however, is not force-specific.7   
 It remains to be considered whether (a) sincere and non-sincere overt 
scowls represent two distinct subcategories of speaker meaning—that is, 
factual and proto-illocutionary, respectively—or, rather, (b) should be ac-
counted for in a uniform way as instances of proto-illocutionary communi-
cation. Although I am more sympathetic to hypothesis (b), I think that its 
justification requires empirical studies on overt self-expression. It should be 
examined, for instance, whether (a) only non-sincere manifestations of af-
fective states have a normative dimension, whereas their sincere counter-
parts are cases of merely factual speaker meaning, or, rather, (b) both sin-
cere and non-sincere overt manifestations give rise to normative expecta-
tions on the part of the audience. 8 My hypothesis is that the latter is the 
case: in my view, there are no independent reasons for assuming that the 
difference between sincere and non-sincere overt manifestations corresponds 
to the distinction between acts of merely factual speaker meaning (i.e., cases 
of showing facts but not commitments) and acts of merely commitment-
incurring speaker meaning (i.e., cases of showing commitments but not 
facts).  
 (ii) Let us focus on the role of self-expression in determining the intuitive 
and occasion-sensitive truth-conditional content of an utterance, which can 
be called, following the Gricean tradition in pragmatics, its impliciture 
(Bach 1994), explicature (Wilson and Sperber 2012) or, simply, what is said 
(Recanati 2004).  
 As Wharton observes, our speech acts are accompanied by or involve 
the use of a number of paralinguistic indicators—such as facial expressions, 
intonation patterns, gestures, and so on—that function as signals conveying 
information about what we feel while speaking; they make up natural codes 

                                                 
7  It is instructive to note that acts of proto-illocutionary speaker meaning are akin 
to what Green (2007, 100-101) calls “non-conventional, non-conversational implica-
tures.”  
8  As one of the reviewers rightly notes, one can take the sincere and overt cases 
to be both factual and commitment-incurring acts of speaker meaning and at the 
same time describe non-sincere overt cases as commitment-incurring only. In my 
view, however, this option is in line with hypothesis (b). 
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or natural signalling systems that enable us to show and express our affec-
tive states. At the same time they may contribute to the determination of 
what we say or, in other words, play a role in constructing the occasion-
specific truth-conditional contents of our utterances. Consider—following 
Wharton (2003, 463)—a situation in which Jack utters the following words 
in a furious tone: 

(1)  I am angry.  

and frowns sternly in an overt manner. The angry tone of his voice and his 
frown show and express his affective state. What is more, the furiousness of 
his voice—and the same can be said about the sternness of his frown—
corresponds to and indicates the intensity of his anger. Independently of 
whether it is speaker-meant or not, the expressed content contributes to the 
determination of what Jack says or, in other words, to the occasion-specific 
truth-conditional content of his utterance. It is instructive to note, namely, 
that sentence (1) contains a token of ‘angry’, whose interpretation requires 
establishing the type and degree of Jack’s anger. To arrive at such an in-
terpretation, Jack’s interlocutor makes use of “her ability to discriminate 
among tiny variations in his facial expression and tone of voice” (Wharton 
2003, 464), that is to say, her ability to read natural manifestations of Jack’s 
anger.9 As Wharton puts it:  

                                                 
9  One of the reviewers is critical of the above-presented discussion of the ‘I am 
angry’ example and claims that the predicate ‘angry’ does not behave in the way 
described by Wharton. To support his or her opinion, the reviewer points out that, 
first, we can refer to two people—one moderately angry and the other very angry—
and say: 

(2) Both of those two people are angry. 
Second, he or she claims that language interpretation is on the whole digital, while 
reading facial expression is analogue. Even though I agree with the two points made 
by the reviewer, I do not think that they speak against Wharton’s analysis of the 
case under discussion. First, viewed from the perspective of the post-Gricean truth-
conditional pragmatics (Carston 2002; Recanati 2004; Sperber and Wilson 2012; for 
a critical overview see Chapter 1 of Jaszczolt 2016), the two different tokens of 
‘angry’—one occurring in the utterance of (2) and the other occurring in Jack’s 
utterance of (1)—encode the same concept ANGRY, which provides an input to a 
pragmatic process of modulation. In the two cases under discussion, the process gives 
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the paralinguistic indicators Jack uses overtly will play a role in 
Lily’s determining not only what—to return to Grice’s terminol-
ogy—he has meantNN, but also the proposition she takes Jack to 
be expressing (or what he has said). ‘Angry’ is a degree term, and 
the truth conditions of Jack’s utterance of ‘I am angry’ will vary 
according to the type or degree of anger he intends to communi-
cate (and hence reflects in his paralinguistic behaviour). (Whar-
ton 2003, 463) 

 (iii) Illocutionary acts “for which Moorean absurdity is possible” (Green 
2009, 155) have a characteristic expressive dimension: assertions are natu-
rally taken to express beliefs, requests desires, promises intentions, apologies 
regrets, and so on. According to Green, the verb ‘express’ used in the pre-
ceding sentence should be read as ‘show and signal one’s own introspectible 
state’; in other words, the common-sense idea of expressing thoughts with 
words can be adequately elaborated and theoretically refined along the lines 
of his model of self-expression.  
                                                 
rise to the construction of two different occasion-specific or ad hoc concepts ANGRY* 
and ANGRY**, respectively. According to the relevance-theoretic perspective adopted 
by Wharton (2003; 2012; see also Wilson and Wharton 2006), the concept ANGRY* 
can be characterised by its inferential role (Wilson and Sperber 2012: 22), i.e., by 
reference to the logical and conversational implications derivable from the utterance 
of (2) that make it a relevant ostensive stimulus (see Ibid., 107-115). It can also be 
argued that the information carried by natural signals produced by Jack—e.g., a 
certain prosodic pattern and facial expression—plays a role in the context-sensitive 
process that takes the linguistically encoded concept ANGRY as its input and gives 
the modulated concept ANGRY** as its output. In other words, it can be argued that 
the information plays a role in constructing the explicature of Jack’s speech act: the 
occasion-sensitive proposition that results from enriching the logical form of his ut-
terance and interprets the thought he intends to communicate. Second, one can 
reconcile the idea of language interpretation as a digital process with the post-Gri-
cean idea of pragmatically modulated concepts. Linguistic interpretation is digital in 
that it delivers encoded concepts that function as linguistically determined and 
stable meanings of lexical items; the concepts so delivered, however, undergoes the 
pragmatic process of modulation that gives rise to a plethora or even continuum of 
occasion-specific meanings. It is instructive to add that the modulating processes 
under discussion can make use of the information carried by natural signals that 
constitute analogue codes.  
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 Generally speaking, sincere expressive speech acts both signal and show 
speakers’ current psychological states. In this respect, then, they are akin 
to sincere and overt natural manifestations of psychological states: my sin-
cere assertion that P and my sincere scowl express my belief that P and my 
anger, respectively; what is more, my insincere assertion that P only appears 
to express my belief that P, and my non-sincere, overt scowl only appears 
to express my anger. Recall, however, that in deliberately and overtly dis-
playing my scowl, I speaker-mean what my scowl expresses; in other words, 
what is speaker-meant is directly determined by what is expressed. In the 
case of expressive speech acts, by contrast, speakers do not mean what their 
acts express. In asserting that P, for instance, I speaker-mean that P asser-
torically and express my belief that P (more specifically, I express my belief 
that P as justified in a way appropriate for knowledge; for a discussion of 
this idea, see Section 3 below). In short, it is relatively easy to identify and 
describe the role of self-expression in acts of what I dubbed proto-illocution-
ary communication: what is expressed directly determines what is meant. 
It is not so easy, however, to identify the role of self-expression in illocu-
tionary communication. I consider this topic in the next section. 

3. Self-expression in illocutionary signalling systems 

 A central idea behind Green’s account is that expressive speech acts are 
designed to show the states that are specified in their sincerity conditions: 
assertions are designed to show beliefs, directives desires, and promises in-
tentions. Recall, however, that the verb ‘express’ that occurs in construc-
tions of the form ‘X expresses mental state MS’ is factive: according to 
Green, an asserter “who is not sincere provides good evidence for a belief 
that she lacks, and thus only appears to show her belief” (Green 2009, 146; 
the italic is mine—MW).10 It remains to be examined, therefore, what sta-
bilizes the illocutionary signalling system that consists of our expressive 

                                                 
10  It is instructive to note that in his more recent definition of expression presented 
in (Green 2019a), Green drops the requirement that the verb ‘to express’ is factive. 
In the present paper, however, I stick to the definition that comes from (Green 2007) 
and (Green 2009).  
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speech acts—e.g., assertions—and the mental states they express. In short, 
what vouchsafes the reliability of speech acts understood as expressing sig-
nals? 
 To answer this question, Green argues that expressive speech acts in 
general and assertions in particular are handicaps: signals “that can only be 
faked with great difficulty as a result of being costly to produce.” (Green 
2009, 150-151) For instance, a male peacock’s tails, when produced and 
maintained in a predatory environment, functions as a reliable signal of its 
owner’s fitness. What vouchsafes its reliability is the fact that it is a hand-
icap: growing and carrying a long tail costs extra calories; what is more, 
long and colourful feathers makes their owner slower and easier for preda-
tors to spot and catch. The crucial point, however, is that in producing and 
maintaining a long tail, a peacock who lives in a predatory environment 
incurs the cost of closing off the option of not being sufficiently fit without 
exposure to the risk of being easily hunted and killed; in other words, pea-
cocks whose trains are faked signals of their fitness incur the cost of being 
exposed to an unusually high risk of losing life. By analogy, a speaker who 
asserts that P incurs the cost of closing off the option of not having the 
belief that P without exposure to the risk of being spotted by a social ‘pred-
ator’: an epistemically vigilant (Sperber et al. 2010) agent who, after recog-
nising the speaker’s insincerity, will reproach or even punish her and, as a 
result, compromise her reputation as a credible social partner. As speakers 
we put a lot of effort into creating and maintaining our image of ourselves 
as reliable and credible persons.11 In performing insincere assertion, then, 
we expose ourselves to or at least increase the risk of compromising the 
opinion others have on us.12  

                                                 
11  In (Witek 2019d) I have argued that in theorising about the normative aspect of 
illocutionary dynamics we should distinguish between perlocutionary and illocutio-
nary credibility: one’s power to “produce certain consequential effects upon the feel-
ings, thoughts, or actions of the audience” (Austin 1975, 101) and one’s collectively 
agreed authority to bring about changes in the domain of normative facts “such as 
attributions of rights, obligations, entitlements, commitments.” (Sbisà 2002, 434) 
For the present purposes, however, it suffices to use the general notion of credibility.  
12  As one the reviewers has noted, we also incur the risk of a loss of credibility 
when we make sincere assertions based on insufficient evidence. 



340  Maciej Witek 

Organon F 28 (2) 2021: 326–359 

 In short, in virtue of being handicaps our expressive speech acts are 
reliable indicators of our current psychological states: beliefs, desires, inten-
tions, regrets, and so on. It is instructive to note, however, that signals 
function as handicaps only if produced and interpreted in a certain environ-
ment. For instance, a peacock’s train is a handicap only in a predatory 
environment. By analogy, expressive speech acts are handicaps because they 
are issued and interpreted in a normative environment: a social context the 
structure of which is constituted by the so-called sincerity or expressive 
norms and the normative expectations they give rise to. According to Green 
(2009, 154), the general form of expressive norms is given by the following 
schema:  

(EN) One who produces S is to be in condition C; otherwise she is 
subject to a loss of credibility. 

For example, the practice of making assertions is governed by the following 
expressive norm:  

(AN) One who asserts that P is to believe that P; otherwise she is 
subject to a loss of credibility. 

When performed in an appropriate normative environment, then, expressive 
illocutionary acts can be regarded as reliable indicators of what is within. 
It is difficult to fake them because of the limitations put on by expressive 
norms of the (EN) form.  
 Green’s idea of illocutionary acts as veracious signals of what is within 
gives rise to a number of questions. One can ask, first, (Q1) how is it possible 
for an illocutionary act—or, in other words, for the use of illocutionary 
force—to show and express what is within. Second, it is worth considering 
(Q2) what determines the correlation between types of illocutionary acts 
and types of expressed psychological states; in other words, in virtue of 
what assertions are associated with beliefs, requests with desires, promises 
with intentions, and so on. Third, one can ask (Q3) what is the role that 
self-expression plays in illocutionary communication construed as a variant 
of intentional communication.  
 To answer question (Q1), Green (2009) uses his model of expressive speech 
acts as handicaps, according to which illocutionary acts are reliable indicators 
of what is within. A speaker who performs an expressive illocutionary act, 
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then, produces strong enough evidence that she has an appropriate psycho-
logical state. For instance, in asserting that P, she produces a signal that 
provides strong enough evidence that she believes that P. If, in addition, 
her assertion is sincere, it enables propositional knowledge about her belief 
in her interlocutors; in short, it shows and thereby express her belief that 
P.  
 Let us focus on question (Q2), which, as far as I know, is not directly 
addressed by Green. At first sight, it seems to have an obvious answer. One 
might think, namely, that the signification relation between illocutionary 
acts and what they express is determined or fixed by expressive norms of 
the (EN) form; in other words, expressive norms determine the structure of 
illocutionary signalling system. For instance, assertions correlate with be-
liefs—or, more specifically, one’s assertion that P signals one’s belief that 
P—in virtue of the constraints imposed by the norm (AS). In my view, 
however, expressive norms presuppose rather than determine the significa-
tion relations that hold between expressive speech acts and expressed psy-
chological states; that is to say, their function is to stabilize rather than 
constitute the structure of illocutionary signalling systems.  
 One way to answer question (Q2), I think, is to adopt Millikan’s (1984; 
2004; 2005; cf. Witek 2015a; 2015b) teleosemantic theory.13 Elsewhere 
(Witek 2019b), I have argued that the signification relations that hold be-
tween speech acts and psychological states—e.g., between assertions and 
beliefs, requests and desires, and so on—are to be analysed in terms of 
Normal conditions for proper functioning of expressing speech acts con-
strued as cooperative intentional signs in Millikan’s (2004) sense; coopera-
tive intentional signs, in turn, can be likened to signals in Green’s sense: 

                                                 
13  One of the reviewers suggests that Millikan’s teleosemantic framework might be 
used to address question (Q1), too. I am very sympathetic to this suggestion. As a 
matter of fact, elsewhere I have argued that the “capacity of speech acts to express 
psychological states (…) can be accounted for in terms of [Millikanian] speaker-hearer 
conventional patterns and the role they play in coordinating joint actions. The nor-
mativity of sincerity [or expressive] rules, in turn, can be explained in terms of Nor-
mal conditions for proper functioning of illocutionary acts qua cooperative intentio-
nal signs.” (Witek 2019b: 91) A detailed discussion of this topic, however, goes bey-
ond the scope of the present paper.  
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items that convey information (including misinformation) and have been 
designed for their ability to convey that information. Roughly speaking, the 
fact that one’s assertion is sincere in accordance with the relevant significa-
tion relation—that can be called, following David Lewis (2002), the signal-
ler’s contingency plan—is a Normal condition for its proper functioning as 
an expressive signal, where the proper function of one’s assertion qua asser-
tion is to contribute to the achievement of what I call mental coordination: 
a preferred correspondence between the interacting agents’ individual rep-
resentations of their shared mental states. A detailed discussion of this pro-
posal goes beyond the scope of the present paper.14 For the current purposes 
it suffices to note that the signification relations holding between sincere 
expressive illocutionary acts and what they express constitute the Normal 
condition under which the acts can contribute to the achievement of mental 
coordination between the conversing agents, where ‘Normal’ is to be read 
along the Millikanian lines as standing for conditions to which a given de-
vice or trait has been adapted rather than for statistically normal conditions 
in which it functions. In short, the sincerity of a speech act constitutes the 
Normal condition for its functioning as a devise for establishing mental co-
ordination.  
 Finally, let us address question (Q3) and consider the role that self-
expression plays in illocutionary communication. Unlike acts of proto-illo-
cutionary communication, speech acts do not speaker-mean what they ex-
press. Therefore, their expressive dimension does not play a direct role in 
the determination of their communicated content. Green’s proposal is that 
the function of self-expression in illocutionary acts qua illocutionary acts is 
to help indicate the force with which the speaker says what she does. He 
claims:  

Holding fixed what is said, expressive norms enable us to indicate 
how what is said is to be taken and what would count as an 
appropriate reply. Such norms enable us to do that by enabling 
us to show the psychological state (belief, acceptance, belief as 
justified, etc.) from which the conversational contribution flows. 
One could also report the psychological state from which the  

                                                 
14  For a discussion of the idea of mental coordination, see Witek 2019b. 
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contribution flows (‘I believe that p’ , etc.), but for most purposes 
such explicitness is otiose as compared to the stunning power of 
speech acts to telegraph our states of mind. (Green 2009, 160) 

Let us note, first, that from the perspective of the teleosemantic account of 
illocutionary signalling systems it would be better to speak of psychological 
states from which conversational contributions Normally flow. Second, the 
proposal in question pertains only to sincere speech acts; it can be extended 
so as to cover cases of non-sincere illocutions by saying that expressive 
norms enable us to indicate the force of an utterance—i.e., “how what is 
said is to be taken and what would count as an appropriate reply”—by 
enabling us to pretend to show the introspectible state that the resulting 
act is designed to signal. Third, Green’s account of the role of self-expression 
in illocutionary communication seems to be circular: the use of an illocu-
tionary force shows a certain psychological state and thereby indicates how 
what is said is to be taken; in other words, the force of an utterance indi-
cates itself.15  
 To justify the last point, let us distinguish between the following five 
items: 

(a) the use of force φ,  
(b) the norm by which it is (constitutively) governed,  

                                                 
15  As one of the reviewers points out, one can maintain the view that expressive 
norms (i) enable speakers to express, and thus show, their psychological states, and 
(ii) determine what subsequent conversational moves are appropriate, but reject the 
idea that they do the latter by doing the former. Such a clarified and modified 
version of Green’s account of expressive norms is free from circularity. Another re-
viewer, by contrast, has his or her doubts whether the circularity charge against 
Green’s account of expressive norms and their role in illocutionary communication 
is fair; he or she claims, namely, that expressive norms establish the correlation 
between types of illocutionary acts and types of psychological states, and, as the 
corollary of this, they enable the speaker to indicate the force of her act by enabling 
her to show the psychological state from which the act flows. In my view, however, 
the account under discussion is circular: it says that expressive norms of the form 
“one who uses force F ought to have psychological state PS” enable the speaker to 
use illocutionary force F to show her psychological state PS and, in this connection, 
indicate the force of her act; in short, her use of illocutionary force F indicates itself.  
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(c) the psychological state that is shown in making the resulting act and 
the light in which it is shown, 

(d) the score-changing potential of the resulting act, i.e., “how what is 
said is to be taken and what would count as an appropriate reply” 
(Green 2009, 160), 

(e) the φ-specific commitment overtly shown—i.e., illocutionary 
speaker-meant—by the speaker.  

 In my view, Green’s proposal under discussion can be reconstructed as 
follows: (b) enables (a) to indicate (d) by showing (c). In other words, norm 
(b) plays a key role in the mechanism that enables our uses of force φ to 
show (c), and (c) correlates with (d) and (e); the latter two items, in turn—
the score-changing potential of the resulting act and the commitment that 
the speaker overtly shows—are two complementary descriptions of force 
φ.16 In short, the complex mechanism that involves expressive norms, it 
seems, enables us to use an illocutionary force to indicate itself. 
 In my view, there is no uniform answer to the question what indicates 
the force of an utterance or, in other words, what indicates how the utter-
ance is to be taken and what would count as an appropriate reply to it. 
There are many types of illocutionary force indicative devices, some of 
which are linguistic (e.g., performative prefixes, grammatical moods, illocu-
tionary adverbs, and so on), whereas other are paralinguistic in Wharton’s 
(2003; 2012) sense. One example of the latter can be a natural code of 

                                                 
16  According to Marina Sbisà, speech acts are “context-changing social actions” 
(Sbisà 2002, 421) whose types are to be defined by reference to how their performance 
affects the context of their production; in particular, the force of an illocutionary act 
is to be defined by reference to how it affects the score of conversation by making 
certain subsequent conversational moves appropriate or out of order (for a discussion 
of this idea, see (Witek 2015c) and (Witek 2019c). According to Green (2007, 74), 
in turn, what determines the force of an act is the speaker’s overt intention to show 
that she is committed to the propositional content she puts forth in a way defined 
by appropriate conversational norms. In my view, these two descriptions of illocutio-
nary force are complementary: the commitment that is overtly shown by the spea-
ker—i.e., the commitment she speaker-means—can be spelled out in terms of the 
score-changing potential of her act; for a discussion of this idea, see (Green 2007, 72-
73), (Green 2009, 157), and (Witek 2019b, 92).  
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prosodic patterns whose function is to indicate or even deliberately show 
certain aspects of the speaker’s psychological states. For instance, a tone of 
my voice can be a reliable indicator of whether the state that I express in 
uttering sentence “P” is my belief that P as justified in a way appropriate 
for knowledge or, rather, my belief that P as backed with some justification; 
in the former case, my utterance is to be taken as assertion, whereas in the 
latter case—as a conjecture.17 Therefore, at least in some cases self-expres-
sion—that, for instance, can employ natural codes—plays a role in indicat-
ing the force of an utterance. To acknowledge this, however, is not to say 
that it plays such a role every time expressive illocutionary acts are made.  
 What is, then, the relation between (c) the psychological state that is 
shown in making the resulting act and the light in which it is shown and 
(e) the φ-specific commitment overtly shown by the speaker? State (c) is 
expressed, but not speaker-meant. Commitment (e), by contrast, is speaker-
meant, but not expressed. There is, however, a norm-based or, provided 
expressing rules of the (EN) form are constitutive in character, even defini-
tional or constitutive association between (c) and (e). What is the role, 
therefore, that the expressive dimension of expressive speech acts plays in 
illocutionary communication?  
 My tentative answer is that the expressive dimension of speech acts 
plays a key role in the mechanisms for epistemic vigilance (Sperber et al. 
2010): expressive norms enable our interlocutors to recognize sincerity con-
ditions of our speech acts—whose force can be indicated or marked by 
means of different linguistic and paralinguistic devices, some of which in-
volve forms of self-expression—and thereby to recognize whether we are 
benevolent and trustworthy speakers. A detailed discussion of this idea, 
however, goes beyond the scope of the present paper.  

4. Discourse-independent and discourse-constituted thoughts 

 Commenting on his characterisation of self-expression (see formula (ES) 
discussed in Subsection 2.2 above), Green remarks that “A need not have 

                                                 
17  For a discussion of the difference between assertions and conjectures, see (Green 
2007, 73) and (Green 2009, 157-158).  
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been in state B before her act of self-expression; it is consistent with the 
account given thus far that what is expressed is somehow constituted by 
the expressive act” (Green 2007, 43). In other words, the signalling model 
of communication—as well as the account of self-expression developed 
within its framework—seems to allow for the existence and expression of 
what can be called discourse-constituted thoughts. My aim in this section is 
to elaborate on the idea of mental states that exist in virtue of being ex-
pressed—that is to say, to motivate and define the notion of discourse-
constituted thoughts—and propose it as a refinement of the conceptual 
framework of Green’s account of the expressive dimension of speech acts.18 
 In particular, I want to draw a distinction between expressing with the 
thinking-to-speaking direction of influence and expressing with the speak-
ing-to-thinking direction of influence and, next, use it to elaborate on the 
idea of psychological states from which conversational contributions Nor-
mally flow. Roughly speaking, in expressing with the thinking-to-speaking 
direction of influence we signal and show our discourse-independent 
thoughts; in expressing with the speaking-to-thinking direction of influence, 
by contrast, we show and signal our discourse-constituted thoughts. The 
distinction between these two types of expressing shed light on the issue of 
sincerity in illocutionary communication. It is difficult to perform insincere 
speech acts with the thinking-to-speaking direction of influence because of 
the limits put on by expressive norms; it seems even more difficult to per-
form insincere speech acts with the speaking-to-thinking direction of influ-
ence, since they express discourse-constituted thoughts: mental state whose 
key aspects exists in virtue of being expressed and as such exemplify what 
Slobin (1996) calls ‘thinking for speaking’. 
 An example of a discourse-independent or ready-made thought is my 
belief that Marina is an expert in speech act theory; it is part of my belief 
box, waiting for an appropriate conversational occasion on which it can be 
activated and expressed by my telling that Marina is an expert in speech 

                                                 
18  The idea of discourse-constituted thoughts comes from (Jaszczolt and Witek 
2018), where it is used to develop a speech act-based model of de se utterances; for 
a detailed discussion, see (Jaszczolt and Witek 2018, 198-205). A similar idea is 
discussed by Stina Bäckström (2021), who argues, following Merleau-Ponty, that 
there are thoughts achieved or accomplished “in expression in the primary sense”.  
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act theory. One example of a discourse-constituted thought, in turn, is the 
Stalnakerian informative presupposition (4) of the speech act made by Peter 
in uttering sentence (3):  

(3)  I have to pick up my sister at the airport. 
(4)  Peter has a sister. 

According to Stalnaker, presupposition is “a propositional attitude of the 
speaker” (Stalnaker 2002, 701): to presuppose that P is to believe (Ibid., 
717) or accept (Stalnaker 2014, 25) that the proposition that P is part of 
the common ground of the ongoing conversation.19 Therefore, in uttering 
sentence (3) to make a certain speech act, Peter entertains a thought—a 
belief or acceptance state—that the proposition expressed by sentence (4) 
is part of the common ground between him and his audience. Let us assume, 
however, that prior to the time of this utterance Peter’s audience had no idea 
whether he had a sister and that Peter was aware of their ignorance. There-
fore, prior to the time of the utterance under discussion, he had no thought—
no belief and no acceptance state—to the effect that the proposition  

                                                 
19 One of the reviewers points out that Stalnakerian presuppositions are not beliefs 
but acceptance states. However, in “Common Ground”, a paper published in 2002, 
Stalnaker takes presuppositions to be “the speaker’s beliefs about the common 
ground” (Stalnaker 2002, 717) and uses the concept of acceptance to define the no-
tion of common ground only. He stipulates that “[a]cceptance (…) is a category of 
propositional attitudes and methodological stances toward a proposition, a category 
that includes belief, but also some attitudes (presumption, assumption, acceptance 
for the purposes of an argument or an inquiry) that contrast with belief, and with 
each other. To accept a proposition is to treat it as true for some reason.” (Ibid., 
716) Next, Stalnaker identifies the common ground with “common belief about what 
is accepted” (Ibid., 716) and argues that this definition is consonant with his original 
idea of presuppositions as beliefs about the common ground. It is instructive to note, 
however, that in one of his more recent works Stalnaker claims that “[a]n agent A 
presupposes that φ if and only if A accepts (for purposes of the conversation) that 
it is common ground that φ.” (Stalnaker 2014, 25) A detailed discussion of the evo-
lution of Stalnaker’s views on presuppositions, however, goes beyond the scope of 
this paper. For the present purposes, it suffices to assume that Stalnakerian presup-
positions are propositional attitudes or thoughts of the speaker that can take the 
form of beliefs or acceptance states.   
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expressed by sentence (4) is part of the common ground. Nevertheless, in 
uttering sentence (3) to make a certain speech act, he signals and shows 
that he believes or accepts that it is common ground that he has a sister. 
This presupposition is formed in the course and for the sake of speaking. In 
other words, it exists in virtue of being expressed. What is more, at the 
very moment he utters sentence (3), Peter is justified in taking the propo-
sition that he has a sister to be part of the common ground. Viewed from 
the perspective of Stalnaker’s sequential-update model of accommodation, 
namely, the speech act under discussion is a manifest event—“an event 
that, when it occurs, is mutually recognized to have occurred” (Stalnaker 
2002, 708)—and as such automatically updates the common ground both 
at the level of what is directly illocuted and, if nobody objects, at the level 
of what is presupposed. More specifically, if nobody says “But you have no 
sister!”,20 the presupposition of Peter’s speech act is accommodated, i.e., the 
proposition expressed by sentence (4) becomes part of the common ground 
relative to which Peter’s direct assertion is interpreted.  
 I do not want here to discuss the details of Stalnaker’s sequential-update 
model of accommodation and examine its adequacy.21 The reason I mention 
it is that it makes an essential use of the idea of discourse-constituted 
thought: Peter’s presupposition that he has a sister—i.e., his belief or ac-
ceptance that it is common ground that he has a sister—is formed in the 
course and for the sake of speaking; in other words, it exists in virtue of 
being expressed. As Stalnaker puts it:  

[t]here is nothing wrong, in general, with (…) expressing a belief 
that one would not have if one did not express it. (Stalnaker 2002, 
711) 

 Roughly speaking, then, discourse-constituted thoughts are thoughts 
whose key aspects are constituted within the progressing discourse 
(Jaszczolt and Witek 2018). Our discourse-independent thoughts, by  

                                                 
20  Of course more conditions have to be met in order for accommodation to work. 
For a discussion of this topic, see (Witek 2019a) and (Witek 2019c). For a discussion 
of blocking the accommodation of faulty presuppositions, see (Langton 2018). 
21  For a critical discussion of Stalnaker’s model of presuppositions, see (Witek 
2019a). 
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contrast, are in a sense ready-made elements of our mental life, that wait 
for being activated and expressed. Consistently, we can distinguish two 
types of expressing: expressing with the thinking-to-speaking direction of 
influence and expressing with the speaking-to-thinking direction of influ-
ence. The former takes place when we reveal our discourse-independent 
mental states: their semantic and possibly normative properties are in a 
sense inherited by our words. That is to say, discourse-independent 
thoughts can be identified with what I call—following Green (2009, 160)—
psychological states from which our conversational contributions flow. Ex-
pressing with the speaking-to-thinking direction of influence, in turn, is akin 
to what Slobin (1996) calls thinking for speaking: it takes place when we 
form certain thoughts for the sake of our current conversational moves and 
their underlying goals.  
 Stalnakerian presuppositions are good, but not the only, examples of 
discourse-constituted thoughts. In my view, many speech acts that neces-
sarily function as conversational moves—let us call them conversation-
bound acts—are best understood as expressing mental states formed for the 
sake of current conversational purposes. Before I get to discussing their 
examples, let me make a general point about the structure of discourse-
constituted thoughts and the mechanism whereby they are formed.   
 The formation of a discourse-constituted thought can be likened to what 
Lev Vygotsky (1978) called internalization. According to Tomasello 
(1999)—who in this respect follows Lev Vygotsky—some forms of our think-
ing result from internalizing socially-constituted patterns of communicative 
practices; for instance, a child’s skills for critical thinking result from inter-
nalizing patterns characteristic for those forms of problem-solving dialogues 
in which participants present alternative perspectives on a certain problem. 
By analogy, let us consider a situation in which a speaker who is engaged 
in a certain type of dialogue—e.g., an inquiry, deliberation, persuasion, or 
negotiation (Walton 2010)—makes a certain illocutionary act that takes 
effect as a valid or appropriate conversational move. Let us further assume 
that the move is appropriate only if (c1) it has a point, i.e., its performance 
is justified by the current conversational situation the speaker and her au-
dience find themselves in, and (c2) the speaker, in performing the act, exer-
cises or exploits the role she currently plays in the dialogue: her powers, 



350  Maciej Witek 

Organon F 28 (2) 2021: 326–359 

rights, or authority. Conditions (c1) and (c2) are necessary, but by no means 
sufficient for the appropriate or felicitous performance of a conversation-
bound act. Following John R. Searle (1969, 59-60), we can call them pre-
paratory conditions: they are sine quibus non of the felicitous performance 
of a conversation-bound act, but do not determine its essential effect. Nev-
ertheless, they offer us an insight into the structure of discourse-constituted 
thoughts. In my view, in performing a conversation-bound act, the speaker 
forms and expresses—expresses with the speaking-to-thinking direction of 
influence—a complex thought whose key aspects correspond to conditions 
(c1) and (c2); in other words, the speaker internalizes and foregrounds the 
(i) conversation-dependent point behind her act22 and the (ii) authority with 
which it is made.  
 Let us have a closer look at four illocutionary act types that belong to 
what Green (2009) calls assertive family: assertions, conjectures, presump-
tions, and expert pronouncements. In particular, let us focus on their ex-
pressive function and consider the nature and structure of the mental states 
they show. The preliminary results of the analysis are presented below in 
Table 1.23 Following Green (2009), I assume that the structure of the psy-
chological states expressed by illocutionary acts involves aspectual shapes 
represented by means of the relevant as-clauses.  

                                                 
22  What I call the conversation-dependent point behind making a conversation-
bound act should be distinguished from the act’s illocutionary point. The conversa-
tion-dependent point behind the performance of a given act is to respond to the 
current conversational situation the speaker and her audience find themselves in. 
For instance, depending on the conversational context in which it occurs, the point 
behind saying that Paul pushed John can be to answer a question, explain a previ-
ously reported fact, provide evidence or counterevidence for a disputed claim, and 
so on. The illocutionary point of an act (Searle 1979, 2), in turn, corresponds to the 
essential condition in Searle’s analysis of illocutionary acts (Searle 1969, 60): the 
illocutionary point of a promise is an undertaking of an obligation by the speaker to 
do something, whereas the illocutionary point of a request is to attempt to get the 
hearer to do something.  
23  The same pattern can be applied to analysing the expressive dimension of non-
assertoric illocutions, e.g. to what Marcin Lewiński (2021) calls action-inducing spe-
ech acts whose job is to express conclusions of practical reasoning or, more accura-
tely, conclusions of practical argumentation.  



Self-Expression in Speech 351 

Organon F 28 (2) 2021: 326–359 

Speech act type Expressed mental state 
S’s assertion that P S’s belief that P as justified in a way appropriate 

for knowledge 
S’s conjecture that P S’s belief that P as backed with some justification  
S’s presumption that 
P 

S’s tentative acceptance of the proposition that P 
as (i) formed and expressed to enable the ongoing 
argument to proceed despite the absence of con-
clusive or sufficient evidence and (ii) warranted by 
virtue of S’ current epistemic and conversational 
situation.  

S’s expert pronounce-
ment that P 

S’s belief or acceptance that P as (i) formed and 
expressed to address and settle the current ques-
tion under discussion and (ii) warranted by virtue 
of S’s authority as an expert in the topic under 
discussion.  

Table 1. Assertive speech acts and what they express 

The analysis of the first two illocutionary act types comes from Green 
(2007). For the sake of the present discussion let us assume that assertions 
and conjectures are not necessarily conversation-bound acts and, in this 
connection, express discourse-independent thoughts. Presumptions and ex-
pert pronouncements, by contrast, are best understood as conversation-
bound illocutions that express discourse-constituted thoughts. That is to 
say, one can specify their preparatory conditions (c1) and (c2) and, next, 
argue that the structure of the mental states the acts express involve two 
corresponding aspects or aspectual shapes introduced by clauses (i) and (ii), 
respectively.  
 For instance, according to preparatory condition (c1) for presumptions, 
the conversation-dependent point behind an act of presuming that P—a 
move made in the course of an argumentative exchange—is to enable the 
ongoing dialogue to proceed towards its goal despite the absence of suffi-
cient evidence (Lewiński 2017; cf. Witek 2019c); in other words, what mo-
tivates or even entitles one of the speakers to presume that P at a certain 
stage of the argumentative dialogue they are engaged in is the mutually 
recognized absence of evidence sufficient to settle the current issue under 
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discussion.24 According to preparatory condition (c2), in turn, the speaker 
exploits her accessibility to “the grounding that supports [her] presumption” 
(Corredor 2017, 282) or, in other words, she exercises her authority to make 
a felicitous presumption that P.25 The speech act of presuming has its men-
tal counterpart, which can be called mental presumption (Witek 2019c, 3). 
It is a discourse-constituted thought whose essential aspects result from 
internalizing and foregrounding the conversation-dependent point behind 
the act and the authority with which it is made. More specifically, in per-
forming the act of presuming that P, the speaker expresses her tentative 
acceptance of the proposition that P as (i) formed and expressed to enable 
the ongoing argument to proceed despite the absence of conclusive or suffi-
cient evidence, and as (ii) warranted by virtue of her current epistemic and 
conversational situation. By analogy, in making an expert pronouncement 
in the course of an argumentative dialogue, the speaker expresses her belief 
or acceptance that P as (i) formed and expressed to settle the current ques-
tion under discussion (Roberts 1996) and as (ii) warranted by virtue of her 
authority as an expert in the topic under discussion. Generally speaking, 
the speaker who performs a conversation-bound act for which preparatory 
conditions (c1) and (c2) can be given forms and expresses a discourse-con-
stituted thought—i.e., a mental state that exists in virtue of being ex-
pressed—whose structure involves internal counterparts of the (i) conver-
sation-dependent point behind the act and the (ii) authority with which it 
is made. In other words, in forming and expressing the thought, the speaker 
internalizes and foregrounds the (i) conversational situation her speech act 
is designed to address and the (ii) conversation-bound perspective on herself 
that corresponds to her conversational role or authority (Jaszczolt and 
Witek 2018). The mental state thereby formed is a discourse-constituted 

                                                 
24  The illocutionary point of the act of presuming, in turn, is to transfer the burden 
of proof from the speaker to the hearer; for a discussion of this topic, see (Walton 
2010), (Corredor 2017), (Lewiński 2017), and (Witek 2019c).  
25  Elsewhere I have argued that the type of authority required to perform a felici-
tous presumption is procedure-based, i.e., what makes a speaker entitled to presume 
that P at a certain stage of an argumentative exchange is the fact that in issuing 
the act the speaker follows certain procedures of rational inquiry; for a detailed 
discussion of this topic, see (Witek 2019c, 23-28).  
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thought the expression of which involves the speaking-to-thinking direction 
of influence.  
 If the thoughts expressed by conversation-bound acts—presumptions, 
expert pronouncements, and so on—are discourse-constituted, then the idea 
of acts-flowing-from-mental-states fails to provide a sufficient basis for a 
general account of the expressive dimension of speech acts. Only discourse-
independent thoughts can be regarded as states from which conversational 
contributions flow. Discourse-constituted thoughts, by contrast, are formed 
in the course and for the sake of speaking; more specifically, aspects (i) and 
(ii) of the speaker’s discourse-constituted thought result from internalizing, 
respectively, the conversation-dependent point behind her act and the au-
thority with which it is made.   
 Now let us return to discussing the stability of illocutionary signalling 
systems. Recall that the idea of speech acts as handicaps enables us to 
account for the expressive dimension of illocutionary communication. When 
it comes to acts expressing discourse-constituted thoughts, however, the 
situation becomes more complex. Expressing discourse-independent thought 
involves a mechanism with the thinking-to-speaking direction of influence; 
it begins with activating a ready-made thought and moves to signalling it 
with words. By contrast, expressing discourse-constituted thoughts is a pro-
cess with the speaking-to-thinking direction of influence; more specifically, 
it consists in forming a mental state the key aspects of which are constituted 
in the course and for the sake of speaking (Slobin 1996; cf. Jaszczolt and 
Witek 2018). In other words, our ability to form discourse-constituted 
thoughts results from internalising rules, procedures and patterns governing 
our illocutionary practice.  
 Recall that in issuing an expert pronouncement, the speaker exercises 
her current conversational role or illocutionary power of an expert, which 
is internalised and foregrounded as an aspect of the thought she thereby 
expresses; what she shows in saying that P, namely, is her belief that P as 
formed by an expert. Of course, in doing this she can be insincere; in other 
words, she can fail to believe that P; but even if she does not have this belief, 
she still presents the proposition that P as the content of her expert opinion. 
What is more, this aspect of her thought is constituted in the progressing 
discourse and results from internalising her agreed status of an expert.  
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 Consider, by analogy, making a presumption that P. In performing this 
speech act, the speaker shows her tentative acceptance that P as (i) formed 
and expressed to enable the ongoing argument to proceed despite the ab-
sence of conclusive or sufficient evidence, and as (ii) warranted by virtue of 
her current epistemic and conversational situation. Consider, for instance, 
an act of presuming A’s honesty made in the course of an informal, non-
legal argumentative exchange. The act is felicitous—felicitous in that it 
succeeds in putting the onus of proof on the addressee who would like to 
question A’s honesty (see Corredor 2017; cf. Lewiński 2017)—provided the 
speaker is adequately related to A, i.e., she has an appropriate acquaintance 
with him, knows him personally and meets him more or less regularly or at 
least has heard a lot of good things about him, and so on. In short, the 
speaker is supposed to have the required illocutionary power or authority26 
that enables her to make felicitous presumptions about A’s honesty; it is 
instructive to note, namely, that this authority can be attacked by an Ad 
Hominem, i.e., by saying to the speaker “You know nothing about A”. To 
cut the long story short: in issuing a presumption that P, the speaker signals 
or expresses—expresses with the speaking-to-thinking direction of influ-
ence—her current discourse-constituted thought; what is more, it is difficult 
for her to be insincere in doing this27, since showing her tentative acceptance 
that P as (i) formed and expressed to enable the ongoing argument to pro-
ceed, and as (ii) warranted by virtue of her current epistemic situation, is 
not the same mental state as believing that P: one can entertain the former 
without having the latter.  
                                                 
26  For a more detailed discussion of this idea, see (Witek 2019c, 23-28). 
27  As one of the reviewers rightly points out, this claim needs more support. He or 
she asks, for instance, what if a juror says, “Let’s presume that A is innocent,” and 
then proceeds to act in such a way as to suggest that he intended no such thing. In 
my view, the juror’s act is an abuse of condition Γ.2 in John L. Austin’s (1975, 16-
18) sense, according to which the speaker who invokes an accepted procedure to 
perform a certain speech act is supposed to “conduct [herself] subsequently” in ac-
cordance with what the procedure specifies. Nevertheless, it takes effect as a binding 
presumption in that it succeeds in putting the onus of proof on those who would like 
to reject the opinion that A is innocent. What is more, it expresses the juror’s ten-
tative acceptance that A is innocent as formed for the sake of the current conversa-
tional purposes no matter whether she believes that A is innocent or not.  
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 In sum, it is difficult to perform insincere speech acts that express dis-
course-independent thoughts because of the limits put on by expressive 
norms. Nevertheless, it seems even more difficult to perform insincere 
speech acts that express discourse-constituted thoughts, since some of their 
key aspects exist in virtue of being expressed and are formed in the course 
and for the sake of speaking.  

4. Conclusions 

 My aim in this paper has been to examine Green’s notion of self-expres-
sion and the role it plays in his model of intentional communication. In 
particular, my focus has been on the expressive dimension of illocutionary 
acts for which Moorean absurdity is possible. I have proposed a number of 
ideas and categories and argued that they constitute a natural refinement 
and extension of the conceptual framework of Green’s signalling model of 
communication.  
 In Section 2 I have proposed the notion of proto-illocutionary speaker 
meaning which, together with the corresponding idea of proto-illocution-
ary communication, seems to be necessary to account for acts that overtly 
show general rather than force-specific commitments. I have argued, for 
instance, that in making an overt scowl—no matter whether it is sincere 
or not—I overtly show my commitment to the proposition that I’m angry, 
but the commitment I show is not specific to a particular illocutionary 
force.  
 In Section 3 I have focused on Green’s model of the expressive dimension 
of speech acts and the role expressive norms play in illocutionary commu-
nication. In particular, I have offered a critical discussion of his idea accord-
ing to which expressive norms enable us to indicate illocutionary forces of 
our utterances and suggested that the norms in question should be rather 
viewed as playing a key role in the mechanisms for epistemic vigilance 
(Sperber et al. 2010).  
 Finally, in Section 4, I have distinguished between (i) expressing dis-
course-independent thoughts and (ii) expressing discourse-constituted 
thoughts or, in other words, between (i) expressing with the thinking-to-
speaking direction of influence and (ii) expressing with the speaking-to-
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thinking direction of influence. Following Jaszczolt and Witek (2018), I have 
defined discourse-constituted thoughts as mental states whose key aspects 
are formed in the course and for the sake of speech acts that express them; 
in other words, discourse-constituted thoughts exist in virtue of being ex-
pressed and result from internalising certain discourse parameters—e.g., the 
role of the speaker, the current question under discussion she addresses, and 
so on—that characterise the speaker’s act. I have also argued that the no-
tion of discourse-constituted thoughts, together with the corresponding cat-
egory of expressing with the speaking-to-thinking direction of influence, en-
able us to arrive at a more comprehensive account of the expressive dimen-
sion of illocutionary acts.  
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constitute an intermediate form between natural and non-natural 
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meaning; iii) the non-Gricean approaches under scrutiny cannot ex-
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1. Introduction 

 Paul Grice’s theory of meaning and his theory of conversational impli-
catures were designed to provide a rational reconstruction of communicative 
processes rather than to describe the psychological processes that underlie 
our ability to communicate (Wilson 2017; Saul 2002). Still, many research-
ers concerned with both the ontogeny and phylogeny of human communi-
cation describe their theories as either Gricean or non-Gricean. One example 
of the former category is Relevance Theory (Sperber and Wilson 1986), 
which postulates the Cognitive Principle of Relevance (Wilson 2017) not 
only to explain human forms of communication, but also to explicate mech-
anisms that govern cognition in general. And while Relevance Theory, as a 
post-Gricean approach, distances itself quite significantly from Grice’s orig-
inal proposal, there are other approaches (especially in the neo-Gricean 
camp) which retain more of the Gricean spirit and still try to create plau-
sible explanations of the ontogeny and phylogeny of language (Tomasello 
2010, 2014; Thompson 2014; Moore 2016, Fitch 2010; Hurford 2003, 2014). 
As a consequence of the fact that “being Gricean” is quite a nebulous con-
cept, with many Gricean researchers rejecting certain tenets of Grice’s the-
ory, it is useful to at least roughly determine what those approaches have 
in common. For the purposes of this paper, we can point to two main as-
pects: firstly, on the original Gricean account, the meaning of a speaker’s 
communicative act is constituted by her intention, and successful commu-
nication consists in the speaker’s expressing and the hearer’s recognizing 
the meaning-constituting intention behind the act; secondly, the recognition 
of the speaker’s communicative intention is an inferential process guided by 
the cooperative principle, Gricean maxims, a modified set of maxims in neo-
Gricean accounts, or by other general pragmatic principles posited in post-
Gricean accounts.1 

                                                 
1  One could argue that the cooperative nature of communication is another core 
tenet of Gricean accounts. However, according to Relevance Theory, for instance, 
cooperation on the part of the speaker does not have to be assumed by the hearer in 
order for him to infer the meaning of a communicative act. This suggests that not 
all Gricean accounts share the assumption that communication is cooperative in 
Grice’s sense. 
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 Nevertheless, despite its prevalence in both linguistics and cognitive sci-
ence, the intentional-inferential model that forms the core of Gricean accounts 
seems to be, at least at first glance, ill-suited to explain how human commu-
nication has emerged during evolution or how children learn to communicate. 
This is due to the fact that it places high cognitive requirements on Gricean 
communicators: it is assumed that a Gricean Being, which I understand as a 
being capable of expressing and recovering communicative intentions, must 
be equipped with the following cognitive abilities (Moore 2016): 

 1. the ability to understand that others have beliefs and false beliefs, 
 2. the ability to make complex inferences about others’ goal-directed 

behaviour, 
 3. the ability to form fourth-level meta-representations. 

 The assumption that the three abilities in question necessarily underlie 
Gricean communication leads to what is known as the cognitive load prob-
lem. We observe that children from one to three years old have the ability 
to participate in linguistic communication, often with great efficiency; but 
psychological research reported in Breheny (2006), Joseph and Tager-
Fluchberg (1999), and Welmann et al. (2001) suggests that they are not 
equipped with the above-mentioned abilities. One then has to answer the 
question of how it is possible for them to participate in linguistic commu-
nication without being Gricean Beings. Moreover, Gricean approaches face 
the challenge of explaining how the ability to form complex communicative 
intentions emerged in the course of evolution. In light of the observed gap 
between the communicative abilities of humans and those of our extant 
evolutionary relatives, the explanation of the emergence of speaker meaning 
(in Grice’s sense) should involve some sort of plausible intermediate stages 
between non-intentional and intentional communication. However, it is still 
far from clear how those stages might look. 
 There are different ways in which we can answer this question, and some 
of them remain Gricean in spirit, allowing us to maintain the basic tenets 
of the Gricean intentional-inferential programme.2 However, some research-
ers suggest that to solve this problem we have to allow for non-intentional 
                                                 
2  Attempts to resolve the problem of cognitive load within the Gricean framework 
go in two general directions: Firstly, by rejecting certain aspects of Grice’s theory, 
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and non-inferential forms of information transfer which constitute a step-
ping stone from non-Gricean to fully-fledged Gricean communication. It is 
important to note that in calling these approaches non-Gricean, I do not 
want to say that they reject the claim that the linguistic communication of 
adult humans is intentional and inferential. Rather, what I have in mind is 
that they postulate three general claims: i) at least some forms of commu-
nication are observed in other animals (and plants) and ii) at least some 
forms of human communication may be adequately described and explained 
without reference to the intentional-inferential model; and iii) an adequate 
account of non-inferential and non-intentional communication—both hu-
man and non-human—may be used as a basis to develop a plausible onto-
genetic and phylogenetic explanation of the emergence of intentional-infer-
ential communication. 
 In this paper, I offer a critical discussion of two theories that can be 
regarded as non-Gricean in the sense explicated above: Mitchell Green’s 
(2017b; 2019) conception of organic meaning and Dorit Bar-On’s (2013, 
2017) account of expressive communication. They are both designed to de-
scribe and account for certain forms of non-Gricean communication that 
may be regarded as evolutionary and developmental prerequisites for 
uniquely human communication. I argue that they fail to provide a satis-
factory explanation of the evolution of human communicative systems; spe-
cifically, I claim that they face the following three problems: firstly, they 
conflate questions about functions and questions about causes; secondly, 
contrary to what Green claims, the examples of organic meaning he de-
scribes do not seem to be really distinct from what Grice discussed as cases 
of natural meaning; thirdly, the two models in question fail to provide a 
sufficient basis for explaining the transition from dyadic to triadic commu-
nication.  
 The paper is organized into four parts. Section 2 discusses Green’s idea 
of organic meaning as an intermediate form between natural and non-nat-
ural meaning. Section 3 offers a brief presentation of Bar-On’s model of 

                                                 
we can lower the demands for Gricean Beings (Moore 2016, Bach 1987); secondly, 
we can argue that children do in fact possess the abilities necessary to be Gricean 
Beings (Thompson 2014). 
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expressive communication. Section 4 argues that the two non-Gricean ac-
counts under discussion faces serious problems. Finally, Section 5 outlines 
and discusses the differences between Gricean and non-Gricean approaches, 
and argues against the usefulness of the two non-Gricean approaches de-
scribed in this paper in explaining the evolution of human communicative 
abilities. 

2. Organic meaning 

 A central idea behind Green’s notion of organic meaning is clear from 
the outset:  

Natural meaning seems too austere, while non-natural meaning 
seems too psychologically demanding a basis on which to build 
an account of the development of communication, either in on-
togeny or phylogeny; it also makes it difficult to understand how 
communication is possible among adults who are developmentally 
compromised. Might there be middle ground? (Green 2019, 213). 

 Green’s goal is then to find forms of meaning that go beyond the original 
Gricean contrast between natural and non-natural meaning, and, more im-
portantly, that can be used to explain the evolution and development of 
human communicative abilities without being susceptible to the problem of 
cognitive load. It is worth noting that if the notion of organic meaning is to 
be used to explain the phylogeny and ontogeny of communication, it takes 
us beyond Grice’s rational reconstruction and leads us to the realm of psy-
chological reality—tentatively, we can say that it explains how communi-
cation systems emerge among organisms that do not reach a certain cogni-
tive threshold (and maybe even among organisms that reach that thresh-
old—more on that later). But how to define a notion of meaning that would 
constitute an intermediate form between natural and non-natural meaning? 
As we know, Grice (1957) defined five conditions that must hold for the 
particular use of “mean” to fall into the natural category: 

 1. One cannot consistently say, “Those spots mean measles, but he 
hasn’t got measles.” That is, “mean” in its natural usage is factive. 
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 2. One cannot argue from “Those spots mean measles,” to any conclu-
sion about what is or was meant by those spots. 

 3. One cannot argue from “Those spots mean measles” to any conclu-
sion about what anyone meant by those spots. 

 4. One cannot restate the above example in terms that involve direct 
discourse. That is, one cannot rephrase “Those spots mean measles,” 
by saying, “Those spots meant, ‘measles’,” or “Those spots meant, 
‘He has measles’.” 

 5. One can restate “Those spots mean measles,” as “The fact that he 
has spots means that he has measles.” 

 While Grice acknowledged that the division between natural and non-
natural meaning may not be exhaustive (Grice 1957, 379), he nevertheless 
focused his analysis only on those two aspects. But if our task is to find 
some sort of intermediate form of meaning—as Green (2019) suggests—then 
we can now define the task as finding forms of meaning that satisfy only 
some of the conditions specified by Grice. 
 Green’s starting point is the notion of a cue defined as follows:  

[a] feature F of the environment is a cue for organism C if C is 
able to use the information conveyed by F in a way that tends to 
improve its chances of survival or reproduction. (Green 2019, 214) 

As Green points out, cues are not yet cases of communication; however, 
communication can emerge on the basis of cues; i.e., in situations when 
“organisms design, manipulate, or otherwise exploit cues in a way that ben-
efits them due to the response that is engendered among the organisms that 
use those cues” (Green 2019, 214). When both the sender and the receiver 
benefit from the exchange of information, we can speak of communication. 
Using the notion of a cue we can now define the concept of a signal: 

S is a signal iff it is a behavioral, physiological, or morphological 
characteristic fashioned or maintained by natural selection be-
cause it serves as a cue to other organisms (Green 2019, 215). 

 The following two points should be emphasized here. Firstly, it is crucial 
that in this story there is no mention of intentions or inferences; therefore, 
communication involving sending and reading signals so defined can be  
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potentially referred to in an explanation of the emergence of communication 
among organisms that are clearly unable to form intentions or to under-
stand that others have any kind of mental states (e.g., bacteria). Secondly, 
the explanation in question would be based solely on the adaptive function 
of signals understood as characteristic properties of signalling organisms. 
 Recall that Green’s goal is to find forms of meaning that satisfy only 
some of Grice’s five conditions. How can we use the notions of cues and 
signals defined above to achieve this goal? Let’s consider, following Green 
(2019, 218), a population of colourful frogs from the family Dendrobatidae. 
Frogs belonging to this family are aposematic: the bright coloration serves 
as a warning for potential predators that the frog wearing it is extremely 
noxious. Since the coloration of a frog can be treated by a potential pred-
ator as a warning of the frog’s toxicity, it can be classified as a cue: if a 
predator, as a receiver, produces behaviour appropriate to the presented 
cue, it will increase its chances of survival. Moreover, in this case, both 
the signaller and the receiver benefit from the exchange of information—
the frog, of course, in virtue of not being eaten—so the coloration can also 
be understood as a signal in accordance with the definition presented 
above. 
 Green considers the following hypothetical scenario. Let’s assume that 
in a population of colourful toxic frogs, a mutant is born: a colourful but 
non-poisonous individual. Such an individual would benefit from his color-
ation for free—because producing the toxin is costly in terms of calories—
and in consequence would gain a fitness advantage over his non-mutant 
conspecifics. Following Green (2019, 218), if we analyse this situation in 
terms of Grice’s five conditions, we can see that: 

 1. One can consistently say, “That bright coloration means that the 
frog is noxious, but it isn’t noxious.” Accordingly, ‘mean’ as used 
here is not factive. 

 2. One can argue from, ‘That bright coloration means that the frog is 
noxious,’ to a conclusion about what is or was meant by that bright 
coloration. 

 3. One cannot argue from, ‘That bright coloration means that he is 
noxious’ to any conclusion about what anyone meant by that bright 
coloration. 
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 4. One cannot restate the above example in terms that involve direct 
discourse. That is, one cannot rephrase ‘That bright coloration 
means that he is noxious,’ by saying, ‘That bright coloration means, 
“noxious”’. 

 5. One cannot restate ‘That bright coloration means that he is noxious,’ 
as ‘The fact that he is brightly coloured means that he is noxious.’ 

 Therefore, only two of the five conditions (3 and 4) for natural meaning 
hold in the mutant frog case under discussion. Green concludes that the 
form of meaning that arises in such communicative systems, which he dubs 
organic meaning, is an intermediate stage between natural and non-natural 
meaning.3 Since the emergence of communicative systems based on organic 
meaning does not depend on intentions and inferences, we can observe them 
among many different species, from plants to primates. As a corollary of 
this, the examples of organic meaning in use that Green provides are quite 
numerous: alarm calls of birds and mammals, intonational patterns in 
speech, facial expressions and pre-Theory of Mind utterances.  

3. Expressive communication 

 While Green’s notion of organic meaning enables us to describe a very 
broad class of communicative systems, Dorit Bar-On (2013, 2017) concen-
trates on a narrower category of expressive behaviours, examples of which 
are growls, lip-smacks, facial expressions of anger, fear, and pain; and alarm 
calls. The hallmark of these behaviours is that they show the signaller’s 
state of mind to suitably attuned observers, and those observers directly 
recognize the expressed state without the need of inferences (Bar-On 2013, 
356). They can be understood as signals, as defined in Maynard-Smith and 
Harper 2003, but are distinct from other types of animal signals due to 
certain characteristics: they can guide the attention of the receiver to the 
                                                 
3  One important aspect of communicative systems that are based on organic mean-
ing is that they are stable; that is, they are resistant to cheats. While stability is 
crucial when we want to explain how communicative systems are established in the 
course of evolution, it is not connected to the problems that non-Gricean approaches 
face, as discussed in section 4; therefore, it is not mentioned here.  
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object of that state (e.g., the predator that caused the emission of the alarm 
call); they show the quality of the state (e.g., the degree of fear or happi-
ness); and they show that the signaller is disposed to act in a certain way 
(Bar-On 2013, 356). Expressive signals are units of expressive communica-
tion, which is defined as a: 

(…) form of social, intersubjective, world-directed and overt com-
municative behavior that is naturally designed to enable express-
ers to show their intentional states of mind to suitably endowed 
observers, so as to move them to act in certain ways (toward the 
expresser or the object of her expressed state), in part by fore-
telling the expresser’s impending behavior (Bar-On 2013, 360).4  

 Bar-On also points out that expressive signals can be produced with a 
certain level of flexibility;5 however, they are not produced with communi-
cative intentions, nor does their interpretation depend on any kind of infer-
ence on the part of the receiver: 

On the expresser’s side there’s no need for any active desire to 
cooperate or to share information, or any belief about what it 
would take to fulfill it. Even where the production of the behavior 
or some of its aspects are under the voluntary control of the pro-
ducer, the behavior is not produced with the intention of affecting 
others’ states of mind. (…) At the same time, appropriate, active 
responses to producers’ expressive performances can be entirely 
spontaneous and grounded in simple contagion or other forms of 
‘resonance’; they needn’t be calculated or dependent upon rational 
assessment of available evidence or inference involving attributions 
of mental states to others. (Bar-On 2013, 359; italics in the original) 

 Expressive communication can be understood, then, as a form of com-
munication that is naturally designed; it enables signallers to show their 
psychological states overtly to receivers and thereby to produce certain  

                                                 
4  Note that ‘intentional’ in this definition pertains to the aboutness of the signals 
(intentionality in Brentano’s sense), not to the fact that they are produced with 
communicative intentions. 
5  On empirical evidence of the flexible nature of alarm calls, see (Crockford et al. 
2012). 
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response on their part. It is also non-intentional and non-inferential; there-
fore, it can be classified as a form of non-Gricean communication.6 In fact, 
Bar-On does not specify any sort of cognitive abilities necessary for partici-
pating in expressive communication. As a corollary of this, expressive com-
munication, like communicative transactions employing cases of organic 
meaning, can be viewed as involving a wide variety of signals: alarm calls of 
birds and primates, growls and howls of canines, felid hisses, and sounds pro-
duced by cetaceans. However, due to their differences from other animal sig-
nals, expressive signals are believed to foreshadow human linguistic commu-
nication, as they allow animals to “openly share information about their cur-
rent states of minds and impending behavior, as well as about their environ-
ment to suitably responsive others” (Bar-On 2017, 306); i.e., they specify 
forms of communication that have certain characteristics of human commu-
nication without the need of intentional-inferential cognitive architecture. 

4. Problems for non-Gricean approaches 

 In this section, I argue that Green’s conception of organic meaning and 
Bar-On’s theory of expressive communication face certain problems that 
can be quite challenging if we regard the two models under discussion as 
attempts to explain the phylogeny and ontogeny of human communicative 
abilities. It is worth pointing out that the source of those problems is what 
was supposed to be the biggest strength of the proposals under scrutiny: 
namely, that they promise to explain the emergence of communication sys-
tems without appealing to any sorts of processes involving communicative 
intentions or inferences about those intentions. In the following sections, I 
develop three challenges to the above-presented non-Gricean approaches, 
which I briefly mentioned before. Specifically, I argue that: i) the non-Gri-
cean approaches discussed in Sections 2 and 3 above concentrate on the 
adaptive function of certain forms of behaviour while neglecting the issue 
of their underlying mechanisms; that is to say, the models offered by Green 

                                                 
6  Expressive signals according to Bar-On (2017, 306) can be classified as psycho-
logically involved but only in the sense that they reflect and affect the producer’s 
and recipient’s current psychological states.  
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and Bar-On address the question about the function of a communicative 
behaviour and largely ignore the question about its causes and mechanisms; 
ii) appearances to the contrary, the examples of organic meaning discussed 
by Green seem to constitute special cases of Grice’s natural meaning and, 
for this reason, cannot be regarded as constituting an intermediate form of 
meaning; iii) both approaches, due to their non-mentalistic nature, fail to 
explain the transition from dyadic to triadic communication.  
 To avoid any misunderstandings, it is worth stressing that I do not want 
to argue that the non-Gricean approaches under discussion fail to explain 
the adaptive functions of certain communicative systems or how those sys-
tems might have emerged in the process of evolution. On the contrary, I 
think that both approaches are very convincing in that matter and explain 
certain aspects of non-human communication. However, the questions that 
the Gricean approaches to the evolution of human communication are de-
signed to answer go far beyond the scope of the non-Gricean approaches: 
the former not only try to explain the adaptive function of our communi-
cative abilities, but also answer the question how, given the intentional-
inferential nature of human communication, human agents gained the cog-
nitive architecture that underlies this form of communication, and how 
much of that architecture we share with our closest evolutionary relatives. 
If we conceptualize the goal of the Gricean approaches in this way, it be-
comes clear that non-Gricean and Gricean theories of the evolution of hu-
man communicative abilities overlap to a minimal extent. I would also ar-
gue that the limited scope of the non-Gricean approaches prevents them 
from giving substantial insight into either the phylogeny or ontogeny of 
human communication. 

4.1 Tinbergen’s four questions 

 In his classic work, On aims and methods of Ethology, published in 1963, 
Niko Tinbergen introduced four questions that one has to answer in order 
to fully understand the behaviour of an animal. The questions pertain to: 

 1. Causation: what immediate effects the external and internal factors 
have on the occurrence of behaviour (Hogan 2009)?; what are the 
mechanism of control of the behaviour (Bateson and Laland 2013)? 
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 2. Function: What are the effects of particular behaviour on the organ-
ism’s fitness (Cuthill 2009)? What is the survival value of behaviour 
(Shettleworth 2009), in terms of its current utility (Bateson and La-
land 2013)? 

 3. Ontogeny: How does the trait develop in individuals (Nesse 2013)? 
How do experience and genetic makeup combine to cause the animal 
to behave as it does (Shettleworth 2009)? 

 4. Phylogeny: how did a particular behaviour evolve (Shettleworth 
2009)? What is the phylogenetic history of the trait (Nesse 2013)? 

 While these questions do, in fact, inform each other, it is crucial not to 
conflate them. As Jerry Hogan pointed out, commenting on the independ-
ence of the question about causation from the question about function, ‘the 
outcome of behavior can never determine its occurrence’ (Hogan 1994, 9). 
In other words, even if we determine the adaptive value of a certain behav-
iour, we cannot, solely on that basis, say anything about the mechanism 
that causes that behaviour. So, natural selection can only be understood as 
a casual factor in the historical process of evolution, not as a proximate 
cause of cognitive phenotypes (Bolhuis 2009, 173).  
 It is important to note the relation between Tinbergen’s four questions 
and another distinction made by Baker (1938) and popularized by Mayr 
(1961), i.e., the distinction between the ultimate and proximate causes of 
behaviour. According to Mayr (1961, 1503) proximate causes are under-
stood as immediate set of causes of a particular behaviour, for example bird 
migration; those causes in the case of migration can include the physiologi-
cal condition of the bird interacting with photoperiodicity and drop in tem-
perature. On the other hand, ultimate causes are “causes that have history 
and that have been incorporated into the system through many thousands 
of generations of natural selection” (Mayr 1961, 1503). Hogan and Bolhuis 
(2009) state that although Tinbergen’s causation corresponds quite pre-
cisely to the Mayr’s proximate causes, the same cannot be said about the 
correspondence between Tinbergen’s function and Mayr’s ultimate causes. 
As Cuthill (2009) says, by function Tinbergen understood the survival value 
of the behaviour: its effects on the fitness of the animal, in term of the 
current utility of that behaviour (Bateson and Laland 2013); Mayr on the 
other hand, wanted to use his distinction between ultimate and proximate 
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causes to draw a line between causes of behaviour that preceded the life of 
an animal, and those that occur within an animal’s lifetime (Dewsbury 1999, 
190) Therefore, Mayr’s ultimate causes and Tinbergen’s functions consti-
tute different categories: since the function of an item or behavioural trait 
describes its current utility in terms of the effects it has on the fitness of 
the organism, it cannot be understood as its cause. This is especially clear 
when we look at the definition of the term ‘ultimate causes’ offered in Mayr 
(1993, 94), where ultimate causes are characterized as laws “which cause 
changes in the DNA of genotypes”. Nevertheless, there is a tendency to 
treat the notions of ultimate causes and functions as equivalent or even 
identical to each other (Hogan and Bolhuis 2009). The relationship between 
the notions introduced by Tinbergen and Mayr is significant from the point 
of view of the theses presented in the papers by Macphail and Bolhuis 
(2001) and de Waal (2008) that will be discussed below. The reason is that 
while Macphail and Bolhuis use the notions of function and cause in their 
discussion, de Waal on the other hand is referring to ultimate and proximate 
causes. However, it is worth stressing how de Waal understands those 
terms. He defines the proximate cause of a piece of behaviour as a “situation 
that triggers behavior and the mechanism (psychological, neural, physiolog-
ical) that enables it”; next, he characterizes the ultimate causes of a behav-
iour as “the benefits an organism or its close kin derive from [it], hence the 
probable reason why the behavior was favored by natural selection” (de 
Waal 2008, p. 280). Therefore, his definition of ultimate causes can, in my 
opinion, be likened to Tinbergen’s characterization of functions rather than 
to Mayr’s understanding of the term ‘ultimate’.  
 It is also worth noting that originally none of Tinbergen’s questions di-
rectly pertained to cognition; de Waal (2008) and Hogan (2009) note that 
was Tinbergen’s goal: to avoid muddling the scientific discussion about be-
haviour by appealing to poorly understood cognitive processes. However, as 
Hogan (2009) points out, the study of cognition has come a long way, and 
nowadays it is noncontroversial to ask questions about cognitive structures 
that underlie behaviour. Therefore, the study of causes of behaviour could 
be now understood—among other things—as involving questions about pos-
sible cognitive structures that produce observed animal behaviour. As Shet-
tleworth says (2009, 10): “perceptions, representations, decisions as well as 
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the neural events that accompany them, are all possible proximate causes 
of behavior”; and again: “In terms of Tinbergen’s four questions, cognition 
is one of the proximate causes of behavior” (Shettleworth 2009, 11) The 
fact that the questions about cognitive structures are now understood as 
questions about the causes or mechanism of behaviour is clearly evident in 
papers by Macphail and Bolhuis (2001) and de Waal (2008) presented be-
low. 
 Lastly, I would like to point out that there is currently a debate about 
the status of Tinbergen’s four question as well as that of Mayr’s proximate-
ultimate distinction7 in ethology and evolutionary biology. For example, 
Calcott (2013) suggests that concentrating on the proximate-ultimate dis-
tinction, one can obscure another perspective of lineage explanations. Hogan 
(1988) analyses relations between Tinbergen’s questions in the context of 
development, showing that when studying animal behaviour we have to 
account for complex interactions between phylogenetic, ontogenetic and 
causal processes. Bateson and Laland (2013) stress: i) the importance of the 
influence of parental phenotype in development; ii) analysis of different lev-
els of organization at which natural selection can act; iii) and the need for 
an update of terminology. Additionally, they point out the need for inte-
grative solutions in regards to four questions. Laland et al. (2011) argue 
that Mayr’s distinction rests on incorrect views on development, which in 
turn has a consequence for our understanding of the role of culture in the 
evolution of uniquely human traits. However, despite those issues, there is 
no doubt about the usefulness of both Tinbergen’s four question and Mayr’s 
distinction. Laland et al. (2011, 1514) write:  

Mayr’s concern that proximate and ultimate explanations should 
not be regarded as alternatives remains entirely valid today and 
is an important and useful heuristic that applies broadly across 
biological disciplines. 

 A similar opinion can be found in the works of Laland and Bateson 
(2013) and of Verhulst and Bolhuis (2009). The consensus among the schol-
ars seems to be that while there is still room for discussion and disagreement 
about certain details, the general approach to the study of animal behaviour 

                                                 
7  I would like to thank an anonymous reviewer for pointing out this issue. 
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proposed by Tinbergen is adequate. And certainly, one cannot deny the 
importance of the distinction between the cause of a behaviour—that is, its 
underlying mechanism—and its function.  
 As evident in Macphail and Bolhuis’s (2001) critique of the neuroeco-
logical approach to cognition, ignoring the differences between questions 
about functions and questions about causes can lead to severe problems. 
The neuroecological approach—which, when applied to human cognition, is 
called ‘evolutionary psychology’—assumes that natural selection results in 
the emergence of optimal solutions to problems faced by a species—so that, 
in effect, the cognitive capacities of animals could be deduced from our 
knowledge of what the optimal behavioural patterns would be (Macphail 
and Bolhuis 2001, 343). For example, as the authors suggest, one of the 
consequences of such an approach would be the idea that food-storing birds 
have different memory mechanisms from non-storing birds. But as I have 
already stated, answering the question about the adaptive function of a 
behaviour (and the food-storing behaviour can obviously be analysed in 
terms of its adaptive value) is different from answering the question about 
the causes—in terms of cognitive structures—of the behaviour under scru-
tiny. The only way to establish whether different behaviours are caused by 
different mechanisms is to look at empirical evidence—and as Macphail and 
Bolhuis (2001) show, there is no compelling evidence for the hypothesis that 
memory mechanisms of storing and non-storing bird species are qualita-
tively different. As they say: 

We suggest that (i) functional and evolutionary considerations 
cannot explain the mechanisms of cognition, but that (ii) func-
tional and evolutionary considerations may provide clues for the 
analysis of the mechanisms of brain and behaviour. Importantly, 
as we shall see, even the use of the latter, trimmed down version 
of ‘cognitive ecology’ can be misleading to the extent that we 
should seriously consider the value of such an approach. (Mac-
phail and Bolhuis 2001, 344) 

 Frans de Waal in his 2008 paper Putting altruism back into altruism 
shows even more clearly the potential issues that can arise when we conflate 
the questions about the cause and function. Partly due to the fact that 
biologists have hijacked the terminology used in the discussion about  
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altruism, ultimate explanations that focus on return benefits are sometimes 
treated as an explanation on the level of proximate causes of altruistic be-
haviour. In other words, there is a widespread assumption that animals 
other than humans behave altruistically only because they expect reciproc-
ity. But this explanation of altruistic behaviour—de Waal argues—is intrin-
sically flawed because it assumes that altruistic animals have the cognitive 
ability to fully grasp the complex consequences of their actions in a dynamic 
social environment, and to predict often substantially delayed return-benefits. 
A more parsimonious explanation would be to assume that altruistic behav-
iour is primarily driven—not only in humans, but in other animals as well—
by the capacity to be affected by the emotional states of others, to assess 
the reasons for those states, and to identify with others, adopting their 
perspectives (de Waal 2008, 281). In short, we could put forth the hypothesis 
that what drives altruistic behaviour is empathy rather than reciprocity. A 
detailed discussion of de Waal’s proposal of empathy as the proximate mech-
anism underlying altruistic behaviours goes beyond the scope of the present 
paper.8 My main goal is to highlight the potential problems that emerge when 
we ignore the difference between questions about the adaptive function of a 
behavioural pattern and questions about its underlying mechanisms. In the 
case of neuroecological approaches, this leads to the unfounded claim that 
considerations of the adaptive function of a behaviour provide sufficiently 
strong evidence for claiming that there exist qualitatively different mecha-
nisms underlying that behaviour. In the case of altruism, the situation is 
slightly different. Altruistic behaviour—which at first glance shouldn’t be 
promoted by natural selection, since it involves increasing the recipient’s fit-
ness at the cost of the performer’s fitness—can be adaptive if we consider the 
return benefits that the performer can experience. However, ultimate consid-
erations play no role in the explanation of why certain animals behave altru-
istically in specific situations; they only show us why certain traits were fa-
voured over the course of natural selection. In order to specify the mechanism 
(or the proximate cause)—i.e., the environmental, neural and psychological 
causes of behaviour—we need to look away from adaptive value and to the 
realms of neurophysiology and psychology. 

                                                 
8  Interested readers are referred to de Waal (2008); de Waal and Suchak (2010). 



376  Mateusz Włodarczyk 

Organon F 28 (2) 2021: 360–398 

 My main thesis in this paper is that theories of organic meaning and 
expressive communication might be in danger of making a similar mistake 
to that made in the case of i) neuroecological approach to cognition, whose 
central tenets were scrutinized by Macphail and Bolhuis, and ii) biological 
approaches to altruism that conflate motivational and evolutionary termi-
nology. Non-Gricean approaches to communication rest on their respective 
accounts of the adaptive function of communicative behaviours, and they 
provide rational reconstruction of certain forms of communication;9 yet, 
while the accounts in question enable them to explain why certain traits 
emerged and were maintained as communicative devices, they do not de-
scribe or explain the mechanisms underlying the functioning of the traits 
under scrutiny. Viewed from the perspective adapted by de Waal in his 
critical discussion of altruistic behaviour, the models offered by Green and 
Bar-On fail to provide proximate mechanisms for the specified forms of 
communication. As a corollary of this, the claim that the two notions under 
discussion—i.e., organic meaning and expressive communication—can be 
used to describe communicative systems that do not rest on intentional-
inferential capabilities is controversial, since even an adequate account of 
the adaptive value of a piece of behaviour says nothing about its underlying 
mechanisms and the mental states involved in its production.  
 Let us look more closely at the account of organic meaning presented in 
Green (2019). We can say that by defining this notion Green accomplishes 
two main goals. Firstly, he specifies the notion of a cue in terms of the 
adaptive value of some feature F of the environment and, next, uses it to 
characterize the concept of a signal and the idea of signalling communica-
tion. The resulting conceptual framework enables him to explain the adap-
tive value of certain communicative systems. Secondly, by using Grice’s 
criteria for non-natural and natural meaning, Green concludes that organic 
meaning can be understood as an intermediate form of meaning. Therefore, 
what he offers is: i) an account of the adaptive value of certain communi-
cative systems; ii) a rational reconstruction of a form of meaning. Recall 
that Grice’s notion of non-natural meaning as well as his analysis of con-

                                                 
9  Which is not surprising since both approaches are based on the application of 
Evolutionary Game Theory to signals (Maynard-Smith and Harper, 2003).  
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versational implicatures was not intended as a psychological account of hu-
man communication (Wilson 2017, Saul 2002). Grice’s goals were philo-
sophical: his notion of meaning and his model of conversational implicatures 
were developed to provide a way of preserving the truth-conditional ap-
proach to language while simultaneously showing how philosophers can be 
attentive to the various ways language is used by speakers (Saul 2002; Neale 
1992). Therefore, Grice’s account does not provide us with cognitive model 
of utterance production and comprehension10. But since Grice’s account as 
such offers no cognitive model of communication, the problem of cognitive 
load—or any other problem pertaining to the cognitive aspect of communi-
cation—simply does not arise at this stage. Similarly, if Green’s account of 
organic meaning is to be understood as a rational reconstruction of a form 
of meaning, this account cannot be used to provide a solution to this prob-
lem. The problem of cognitive load, as well as questions about the develop-
ment of communicative abilities, concern cognitive mechanisms that under-
lie human forms of communication. To answer these questions, one has to 
specify the plausible cognitive models that underlie the communicative be-
haviour observed in humans and other animals. Of course, this does not 
mean that philosophical considerations cannot yield any useful insight into 
the psychological processes underlying communication. For example, on the 
basis of Grice’s analysis we can predict that communication involving non-
natural meaning probably requires quite complex cognitive systems—cer-
tainly more complex than communication observed among bacteria. Ber-
mudez (2005) argues that conceptual analysis provided by philosophers can 
be, in some ways, useful for psychology and cognitive science. Nevertheless, 
philosophical considerations do not lead to explanations at the, for example, 
computational, algorithmic or implementation levels specified by Marr 
(1982). 
 It is obvious that some Gricean approaches—for instance, the account 
offered by Relevance Theory—are constructed with an explicitly stated 
goal of providing a psychological model of communication. However, the 
insights they offer depart significantly from Grice’s original analysis of 
                                                 
10  See, for example, Saul (2002) for analysis of Grice goals, and how Grice’s pro-
gramme differs from more psychologically oriented relevance theorists’ approach. 
Also Neal (1991) provides an excellent summary of Grice’s programme. 
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communication.11 This is understandable, since their goal is to develop a 
psychologically plausible model of communication. To achieve this goal, the 
proponents of the Gricean approach have to go beyond rational reconstruc-
tion and try to tell a story about what is happening—paraphrasing Marina 
Sbisà (2001)—“in the mind” of speakers and hearers. Basically, we have to 
provide an operationalization of Grice’s ideas of communicative intentions 
and pragmatic inferences. It is important to stress that the problem of cog-
nitive load can indeed arise at this stage, that is, when we move from the 
realm of philosophical analysis to the realm of modelling cognitive processes. 
Note, however, that we can try to model broadly Gricean12 communication 
in ways that will avoid this problem. For example, as I have already men-
tioned, we can either try to lower the threshold for Gricean communication 
(Moore 2016) or search for empirical evidence suggesting that infants have 
the complex intention-reading skills required for Gricean communication 
(Thompson 2014). Considering whether Gricean approaches are successful 
in answering the cognitive load problem goes beyond the scope of the pre-
sent paper. For current purposes, it suffices to note that, taking into ac-
count their focus on cognitive mechanisms, they seem to offer adequate 
conceptual resources one can use to address and solve the problem in ques-
tion. By contrast, the conceptual frameworks of Green’s theory of organic 
meaning and Bar-On’s model of expressive communication do not seem to 
provide an adequate basis for considering the evolution of cognitive mech-
anisms and skills underlying human communication.  
 The problems persist even if we acknowledge that the notion of organic 
meaning gives us a way to look at the adaptive value of certain traits and 

                                                 
11  Relevance theorists offer a radically different analysis of what is said and what 
is implicated; they reject Grice’s conversational maxims; they also offer a different 
analysis of speaker’s intentions. 
12  I say broadly Gricean here mainly because if we look at the different neo and 
post-Gricean theories that are available today we sometimes see a very different 
visions of Gricean communication. In fact, there is a need for discussion about what 
really constitutes a Gricean theory (see for example Jaszczolt 2019). However, most 
of the contemporary Gricean approaches maintain the intentional-inferential model 
of communication that can be understood as a ‘cornerstone’ of broadly Gricean com-
munication. 
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forms of behaviour. Forms of communication that involve organic meaning 
described in Green (2019) do not involve any sort of complex communica-
tive intentions on the part of the speaker or hearer; but from the standpoint 
of functional analysis there shouldn’t be any mention of intentions: as the 
discussion of Tinbergen’s four questions suggests, the analysis in terms of 
functions tells us nothing about mechanisms. In other words: to ask whether 
a particular communicative behaviour involves processing of certain mental 
states and how this processing is implemented is to ask a question about 
the mechanism of cognition; to ask about the adaptive value of a certain 
behaviour is to ask a questions about its function. In fact, the analysis of 
organic meaning in terms of its adaptive value presented in Green (2019) 
does not enable us to differentiate between systems having intentional-in-
ferential cognitive architecture, on the one hand, and non-inferential and 
non-intentional systems, on the other13. For example, certain communica-
tive systems which Green describes as involving cases of organic meaning 
can, in fact, rest on an ability to form some sort of communicative inten-
tions; prime candidates would be pre-ToM utterances and animal alarm 
calls. As Crockford et al. (2012) show, the alarm calls produced by chim-
panzees constitute a very flexible form of communication that involves the 
ability to monitor the attentional state of the receiver; furthermore, as To-
masello’s analysis shows, the gestural communication of chimpanzees can 
be understood as a form of intentional communication defined as “commu-
nicative signals that are chosen and produced by individual organisms flex-
ibly and strategically for particular social goals, adjusted in various ways 
for particular circumstances” (Tomasello 2010, 14). This class of intentional 
signals is a starting point for a communication from a psychological point 
of view: communication that involves signaller attempts to influence the 
psychological states of the receiver and which is contrasted with non-inten-
tional communicative displays. While it is non-controversial that, for  

                                                 
13  To expand on this issue: Sherry (2009), following Tinbergen, points out that 
behaviour serving the same function in different species can be caused by different 
mechanism; therefore, without causal analysis we cannot really say anything about 
similarities in mechanisms involved in the production of certain behaviour in differ-
ent species even if we assume that the function of the behaviour in question is the 
same. 
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example, the communicative system based ‘coloration’ used by noxious am-
phibians involves no intentions, the same cannot be said about communi-
cation among great apes or pre-linguistic infants, which can be construed 
as a form of intentional, though not fully Gricean, communication. Follow-
ing Macphail and Bolhuis we can say that, in the end, we need empirical 
evidence to say something about cognitive mechanisms involved in partic-
ular forms of behaviour. In our case, to decide whether a particular form of 
communication involves intention-reading skills, we have to study not only 
the function but also the cognitive mechanisms involved. But on Green’s 
account all of the above mentioned forms of communication—from the com-
munication in bacteria to pre-ToM utterances of infants—are characterized 
as cases of non-intentional communication that require ‘minimal minds’, 
without relying on empirical data. In light of this, it is also unclear how 
non-Gricean approaches can help explain the phylogeny and, in particular, 
the ontogeny of communication, since ontogeny deals in large part with the 
question of how mechanisms that cause certain behavioural patterns de-
velop during an organism’s maturation. 
 Green’s approach to studying communicative systems seems to face the 
same problem as the one identified by de Waal (2008) in his critical discus-
sion of the neuroecological account of altruistic behaviour. Because of the 
limitations of his conceptual framework, Green does not ask the question 
about the proximate mechanisms of particular communicative behaviours 
and, as a result, is unable to address the question about the evolution of 
their underlying cognitive machinery. I would like to be clear about the 
nature of my objections here. I think that Green’s proposal accomplishes 
the goals formulated above: it is both a rational reconstruction of a form of 
meaning, and an analysis of adaptive value of certain communicative sys-
tems. However, in light of my objections, I do not think that the accom-
plishment of these goals can provide us with an answer to the cognitive load 
problem and provide a basis for phylogenetic and ontogenetic research. The 
problem here is that Green states that his analysis of organic meaning could 
be used to tackle cognitive, ontogenetic and phylogenetic problems. For 
example, he states: 

As a result, organic meaning may be of interest as part of an evo-
lutionarily plausible account of the phylogeny of communication 
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and of a psychologically plausible account of the ontogeny of com-
munication. It will also shed light on aspects of adult human 
communication that do not meet the cognitive demands of 
speaker meaning. (Green 2019, 212) 

 Also, as shown in Section 2, Green’s notion of organic meaning is pro-
posed as a possible solution to the cognitive load problem. But in order to 
accomplish that goal, Green’s theoretical framework has to be supplemented 
with an additional account of the mechanisms underlying communicative 
behaviour as well as with an adequate model of their ontogeny and phylog-
eny. This is not an easy task. For example, Hogan (1988) offers extensive 
discussion on the development of behavioural systems, in which he considers 
interactions between causal and developmental processes that result in 
changes in those systems, as well as the relation of the functions of a be-
haviour to its causes. Among others, he discusses development of so-called 
displays: behavioural patterns adapted to serve as signals to conspecifics 
(Hogan 1988, 74); Hogan makes a comparison between waltzing, a type of 
courtship behaviour observed in chickens and ‘oblique posture with long 
call’ observed among black-headed gulls. Both types of behaviour are clas-
sified as displays. However, in the case of black-headed gulls, experimental 
data suggest that social experience can be understood as a causal factor in 
the development of the display behaviour in question, while waltzing is 
observed even in chickens that were raised in isolation (Hogan 1988, 75); 
therefore, the development of waltzing does not seem to be mediated by 
social experience. This shows that even when we compare behaviours that 
fall into the same category from the functional perspective, the develop-
mental processes (and possible the mechanisms) that lead to the behaviours 
under scrutiny can be quite different in two separate species. Once again, 
to provide a comprehensive evolutionary explanation of some forms of be-
haviour, we have to answer all four of Tinbergen’s questions. 
 The situation is slightly different when it comes to considering the ex-
pressive communication model offered by Bar-On. The notion of expressive 
communication is more robust than the notion of organic meaning and, 
therefore, it enables us to specify more precisely the forms of communication 
that fall within its scope. For example, not all cases of organic meaning 
can be classified as cases of expressive communication. Recall two main 
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characteristics of expressive communication: i) it expresses an intentional 
state of the signaller; ii) it is a non-intentional and non-inferential form of 
communication. Once again, the analysis offered by Bar-On can be under-
stood as an attempt to provide a rational reconstruction of a form of com-
munication. What is more, like Green, Bar-On aims at answering evolution-
ary questions. However, she does not consider Tinbergen’s questions in her 
analysis; for example, she leaves open the issue of cognitive mechanisms 
underlying the communicative behaviour. As a consequence, even if we as-
sume that some forms of information transfer can be classified as cases of 
expressive communication that involve no Gricean intentions, we shall have 
to deal with two questions: firstly, i) how to differentiate between forms of 
expressive communication that rest on different cognitive abilities; secondly, 
ii) how did those forms transition into communicative acts backed up by 
communicative intentions. For example, Bar-On suggests in passing that 
some forms of expressive communication can involve the shared attention 
mechanism. But if this is the case, the question arises as to how shared 
attention mechanisms evolved; additionally, the mechanisms in question are 
referred to in some Gricean accounts (Tomasello 2010, 2014; Hurford 2007) 
of intentional communication. Therefore, in order to account for more ad-
vanced forms of expressive communication, Bar-On seems to refer to the 
same kind of complicated cognitive machinery that is posited by Gricean 
approaches.  
 It is worth noting that Sterelny (1995) makes a similar comment on 
Millikan’s (1989) teleological account of representations. He points out that 
Millikan’s analysis is “wholly within the domain of evolution and function” 
(Sterelny 1995, 252). This approach—which in large part ignores questions 
about proximate causes—can cause some problems, one of which is that 
Millikan’s model leads to a very liberal view of what constitutes a represen-
tational system. As Allen and Hauser (1992) argue, we could say that on 
Millikan’s account even acacias can have representations. On the other 
hand, while developing his own account of representations, Sterelny takes 
into account proximate causes, which in turn allows him to distinguish be-
tween different levels of complexity among representational systems. 
 To conclude, Tinbergen’s four questions were designed to give a full 
understanding of animal behaviour, and while they inform each other, they 
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should not be conflated. Therefore, non-Gricean approaches, which concen-
trate on adaptive value, cannot provide a complete explanation of commu-
nicative behaviour, including its ontogeny and phylogeny. While I under-
stand the need to create more parsimonious accounts of communication, 
the simplicity of a proposed explanation cannot be the main factor that 
decides whether to accept it as part of an adequate evolutionary account of 
human communication. 

4.2 Organic meaning as a case of natural meaning 

 Green’s goal is to find a form of meaning that constitutes an intermedi-
ate step between natural meaning and non-natural meaning. One candidate 
for this intermediate form is organic meaning which, according to Green, 
satisfies only two of the five conditions for natural meaning. Arguably, the 
most important claim is that organic meaning is not factive. That means 
we can utter the sentence:  

 (1)  That bright coloration means that the frog is noxious, but it isn’t 
noxious. 

without producing a contradiction. Let’s compare that with the paradig-
matic case of natural meaning taken from Grice (1957): 

 (2)  Those spots mean measles, but he hasn’t got measles. 

At first glance, (2) seems to involve contradiction. What is more, the sense 
of contradiction can be explained by saying that natural meaning is factive. 
This supports the hypothesis that organic meaning constitutes a distinct 
category. However, we need to remember that in the case of organic mean-
ing in (1), we have a story—a reason to treat the use of ‘mean’ as non-
factive. The story is that the frog in question is a mutant—it lacks a certain 
important quality that is typical for its species—and cannot produce a 
toxin. The existence of such mutants is purely hypothetical, to my 
knowledge. In standard conditions, and for the overwhelming amount of 
frogs, we cannot utter (1) without a contradiction because things in the 
world are a certain way: frogs that have this coloration are noxious. How-
ever, the hypothetical nature of this scenario is not a sufficient reason to 
assume that it cannot give us important insight into the nature of meaning. 
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Consider, by analogy, what would happen if we applied the same treatment 
to the standard case of natural meaning presented in (2). Let us assume 
that John and Jacob are representatives of two different tribes which, over 
the course of hundreds of years of coexistence, developed a curious ritual. 
Once a year, there is an outbreak of measles among the members of John’s 
tribe (let’s call them Johnathanians). Johnathanians know that members of 
Jacob’s tribe (let’s call them Jacobians) are mortally terrified of measles 
because the disease is especially dangerous to them. In fact, they go to great 
lengths to avoid any contact with any individuals showing symptoms of the 
disease. However, Johnathanians do not experience most of the symptoms 
of the measles, excluding the rash, and, being clever, use this opportunity 
to send their measles-stricken members to steal food from the Jacobians. 
Jacobians also benefit from this situation, because Johnathanians, being 
fierce warriors, prevent other, more aggressive tribes from taking the Jaco-
bians’ territory. From the definitions given by Green, we can say that the 
spots, being characteristic of measles, are cues for Jacobians: they use them 
to enhance their chances of survival and reproduction. Moreover, since 
Johnathanians also benefit from this exchange of information, we may de-
fine this as a case of communication. Finally, natural immunity to the other 
symptoms of measles can be understood as an adaptation for Johnatha-
nians; therefore, it is a signal. Now, let’s assume that John of the Johna-
thanians is special—he has a certain type of allergy that is triggered by 
strawberries. The allergy results in a rash that is the same as the rash of a 
person suffering from measles. John can, therefore, exploit his allergy and 
steal food from the Jacobians whenever he wants. In a situation like this, 
we could say: 

 (3)  John’s spots mean measles, but he hasn’t got measles. 

without contradiction.14 This situation is very reminiscent of the situation 
with the mutant frog: In a hypothetical scenario, we can present a situation 
when some form of meaning which in normal conditions is factive, becomes 

                                                 
14  Note that it is not necessary for either Jacobians or Johnathanians to be inten-
tional creatures (by possessing some form of communicative intentions sensu Grice, 
or by being able to communicate intentionally sensu Tomasello) for this example to 
work.  
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non-factive. This suggests that organic meaning is not distinct from natural 
meaning. Rather, we could understand what Green calls organic meaning 
as cases of natural meaning that are used in communicative systems. There-
fore, contrary to what Green claims, organic meaning can hardly be re-
garded as an intermediate form of meaning.15 

4.3 From dyadic to triadic communication 

 One of the hallmarks of human communication is that it is primarily 
triadic: different communicative and linguistic devices, such as gestures 
(pointing and pantomiming), words, and utterances, direct the attention of 
others to outside entities or events (Tomasello 2010, Hurford 2007). Triadic 
communication appears very early in human ontogeny in the form of proto-
declarative gestures. Firstly, children around 9-to-12 months of age start to 
show adults interesting objects with an accompanying look and smile; sec-
ondly, they point to more distal objects with the same look and smile (Car-
penter and Call 2013). It is assumed that the motivation for this type of 
gesture is not a desire to obtain the object or to elicit a positive emotional 
response on the part of the adult, but to share attention with the other 
person. Experimental results support this hypothesis (Carpenter et al. 1998; 
Moore and D’Entremont 2001; Bates, Camaioni and Volterra 1975), as the 
response that children expect from adults is to simply acknowledge the 
presence of the object along with a positive emotional response (e.g., a 
smile). It is crucial that in these communicative situations, the signaller is 
actively monitoring the receiver’s perceptual states (gaze monitoring) and 
responses, with additional attempts undertaken in case of communicative 
failure. As Hurford (2007, 46) states, shared attention seems to be a neces-
sary prerequisite for triadic communication.  
 Most of the communicative behaviour of animals is dyadic, in the sense 
that it does not involve entities outside the signaller and receiver. Even the 
remarkably complex forms of communication that we observe among pri-
mates—for example, attention-getting and intention-movements—are  

                                                 
15  I’m aware that Green treats organic meaning and natural meaning as partially 
overlapping categories (Green 2017). What I’m trying to say is that all cases of 
organic meaning are “natural-meaning-in-disguise.” 
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primarily used to regulate dyadic social interactions. However, some forms 
of communication systems observed among animals can be treated as can-
didates for triadic communication; for example, the alarm calls of birds and 
mammals. The question is, what sort of cognitive mechanisms underlie these 
communicative behaviours? Tomasello (2008) argues that most alarm calls 
seem to be genetically fixed adaptive specializations over which the signaller 
has very little voluntary control, and which are strongly tied to the emo-
tional states of the animal. Therefore, they do not display crucial features 
of human triadic communication, and cannot be understood as an evolu-
tionary basis for intentional-inferential communication. 
 We need to note two points here. Firstly, Tomasello does not claim that 
there are no cases of triadic communication among primates, but rather 
that alarm calls, which indeed draw the attention of the receiver to some 
kind of outside entity (and with that show a certain degree of triadicity), 
can only be described as functionally referential, as they are not produced 
with the intention to draw the attention of the receiver. Thus, they are 
distinct from the proto-declarative gestures of children, which are produced 
flexibly and with the intention to share attention with others. It is not hard 
to create a plausible story of how functionally referential alarm calls could 
emerge if we use the framework of Green’s organic meaning and treat them 
as a sort of phylogenetic ritualization which does not require communicative 
intentions. However, Tomasello (2008, 28) points out the existence of at-
tention-getting gestures that chimpanzees use flexibly to draw the attention 
of conspecifics to found food. This is a form of proto-triadic communication 
that is intentional and built upon the cognitive architecture of individual 
intentionality (Tomasello, 2014) in which the communicator expresses his 
‘referential intention’. Therefore, in the Gricean approach proposed by To-
masello, there is a place for an intermediate (proto-triadic and intentional) 
form of communication that falls between mere displays, on the one hand, 
and fully fledged Gricean communication, on the other. Secondly, one could 
argue that Tomasello makes a mistake classifying the alarm calls of chim-
panzees as a merely fixed adaptive specialization. As Crockford et al. (2012) 
suggest, these alarm calls do exhibit features of flexible communication, as 
they can be modulated with respect to the attentional state of the recipient. 
However, this does not pose a significant problem for the Gricean approach 
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proposed by Tomasello, as one can simply argue that those communicative 
behaviours rest on the same cognitive architecture which underlies proto-
triadic attention-getting. 
 Human triadic communication seems to rests on shared intentionality, 
which includes shared attention and shared goals of communicating agents. 
Utilizing Gricean approaches, we can differentiate between non-flexible 
alarm calls of birds and monkeys, proto-triadic alarm calls and gestures of 
chimpanzees, and fully fledged Gricean communication of humans by spec-
ifying the cognitive abilities that underlie those forms of communication. 
The story of the evolutionary transition between dyadic and triadic com-
munication is not only a story of adaptive function or the character of the 
communication (whether it involves entities outside the signaller and the 
receiver), but also a story about the cognitive mechanisms that produce 
certain communicative behaviours. And once again, non-Gricean accounts, 
by omitting the mechanisms underlying communication, cannot paint a full 
picture of this transition. 

5. What is the goal of Gricean approaches  
to the evolution of communication? 

 Let me preface this section by once again emphasizing that the notions 
of organic meaning and expressive communication are well constructed and 
useful theoretical categories. As I showed in section 4.1., both Green (2019) 
notion of organic meaning and Bar-On (2013, 2017) notion of expressive 
communication offer primarily functional analysis. However, I have doubts 
that they can be used as an alternative to Gricean theories or that they can 
solve problems that Gricean approaches face. In the previous sections, I 
have shown that non-Gricean approaches attempt to avoid these problems 
(e.g., the problem of cognitive load) by concentrating on forms of com-
munication that require minimal—or even non-existent—cognitive abili-
ties and claim that the forms in question provide a sufficient basis on 
which more complex, maybe even intentional-inferential forms of commu-
nication, can build. Therefore, this strategy can be characterized as bot-
tom-up. That is to say, its proponents attempt to account for the evolution 
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of communication by demonstrating how evolutionarily stable patterns of 
communication might have emerged on the basis of adaptive values of com-
municative behaviour. Notice that the notions of expressive behaviour and, 
especially, organic meaning cover a very wide range of forms of communi-
cation. For example, organic meaning can be used to describe communica-
tion between bacteria, on the one hand, and pre-ToM utterances on the 
other, with no clear way to differentiate between them. I have argued that 
the non-Gricean approaches under discussion face certain serious problems. 
Proponents of Gricean approaches, by contrast, can adopt a different, top-
down strategy. The starting point is an analysis of acts of fully developed 
human intentional-inferential communication, with a primary focus on the 
differences and similarities between those forms of communication and the 
communicative acts of our closest extant relatives. They can categorize dif-
ferent forms of communicative behaviour exhibited by the species in ques-
tion, hypothesize on the basis of observational and experimental data about 
possible cognitive mechanisms that underlie those forms of communication 
(questions about mechanism), how those mechanisms mature in the lifetime 
of the organism (questions about ontogeny), and what are the evolutionary 
paths of those features (questions about phylogeny). Of course, Gricean-
oriented researchers will also be interested in the adaptive value of different 
communicative behaviours (questions about function). What is important 
is that in doing so, one can distinguish different forms of communication 
underpinned by different cognitive mechanisms. Each and every one of 
those forms has to be analysed with respect to the four Tinbergen questions. 
Moreover, one has to have a way to differentiate among the various forms 
of communication and their underlying cognitive mechanisms. 
 Let’s now consider Tinbergen’s questions from the perspective of a more 
Gricean-oriented account of communication, namely the account of evolu-
tion of human communication offered by Tomasello (2010, 2014, 2019). He 
adopts a broadly Gricean approach to communication, heavily influenced 
by Relevance Theory. He assumes that, in the process of communication, 
speakers and receivers have to mutually rely on their abilities to form and 
read communicative intentions—in other words, the basis of human cogni-
tion and communication is an array of complex mind-reading skills. In order 
to explain how the conventional forms of human communication emerged 
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in the course of evolution, Tomasello’s account distinguishes at least three 
different cognitive mechanisms responsible for different forms of cognition 
and communication: i) individual intentionality, responsible for cognitive 
and communicative abilities observed in the species of the family Hominidae 
and especially in the genus Pongo; ii) joint intentionality, hypothesized to 
appear for the first time in the species Homo Heidelbergensis; iii) collective 
intentionality, which we observe in modern humans. Levels of intentionality 
are distinguished by reference to different abilities to i) represent physical 
and mental aspects of the environment, ii) use those representations in cog-
nitive simulations, and iii) self-monitor the agent’s own behaviour, with 
each level of intentionality giving the agent different skills to represent, 
simulate and self-monitor, and allowing for different forms of communica-
tion. For example, individual intentionality allows great apes to represent 
the goals and attentional states of other agents and also to perform acts of 
intentional communication (Tomasello 2010). What is important, the anal-
ysis offered by Tomasello provides answers to Tinbergen’s four questions; 
secondly, it identifies clear intermediate stages between intentional commu-
nication of primates that rests on individual intentionality and intentional 
communication of humans that rests on the more complex mind-reading 
skills of shared and collective intentionality, which can help to resolve the 
cognitive load problem. I do not want to suggest that Tomasello’s approach 
is the right one to account for the evolution of uniquely human cognitive 
and communicative abilities. However, it undoubtedly offers functional (To-
masello 2008, 2014; Tomasello et al. 2012), causal (Tomasello 2010, 2014; 
Tomasello et al. 2005), phylogenetic (Tomasello 2014; Tomasello et al. 2012) 
and ontogenetic (Tomasello 2010, 2019) considerations of human—and 
more broadly, primate—cognition and communication, as well as providing 
a basis for solving the cognitive load problem by positing intermediate phy-
logenetic and ontogenetic stages. Theoretically, forms of communication un-
derpinned by the different levels of intentionality described above could be 
classified as cases of organic meaning; but if we treat them as such, we leave 
open the task of explaining i) the transition between them as well as ii) the 
transition between non-intentional and intentional forms of communication. 
And, as I previously said, while the notion of expressive communication 
specifies a narrower class of communicative behaviours, it still does not 
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account for the cognitive architecture that underlies them, giving rise to 
the same set of unsolved problems. 
 To summarize, the main problem that theories of the evolution of human 
communicative abilities face is the problem of the transition from non-in-
tentional, non-inferential forms of communication to Gricean intentional-
inferential communication, which involves the question of the mechanisms 
of those forms of communication and their intermediate stages. Gricean 
accounts can offer the solution because they address and answer questions 
about mechanisms, ontogeny and phylogeny. Meanwhile, non-Gricean ap-
proaches that concentrate on the adaptive value of communicative behav-
iour cannot solve this problem, and thus cannot be seen as an alternative 
to Gricean approaches, simply because they do not address the central ques-
tions to be answered. 
 I would also like to comment on Bar-On’s (2017) claims that Gricean 
accounts are characterized by a sharp dichotomy between code and osten-
sive-inferential communication, which is problematic if we want to con-
struct plausible evolutionary explanations for human communicative abili-
ties, and that expressive communication, as an intermediate form, can re-
solve those problems. Indeed, as she points out, on Tomasello’s approach—
which is definitely Gricean—there is a sharp distinction between animal 
vocal signals and acts of intentional communication. Bar-On then states: 

On the non-Gricean EC approach advocated here, however, ex-
pressive behavior, and the kind of communication it affords, form 
a theoretically significant category of behavior that lies some-
where between the two endpoints Tomasello describes—i.e., 
merely reflexive-reactive affective displays and fully reflective-
creative intentional utterances (Bar-On 2017, 360). 

I would argue that it is not correct to characterize Tomasello’s approach as 
exhibiting this kind of dichotomy. On the contrary, he explicitly indicates 
a specific form of communication—the gestural communication of pri-
mates—as an intermediate form between non-Gricean and fully Gricean 
communication. However, that form of communication is intentional, as 
defined in section 4.1., and is based on the cognitive abilities of primates 
that allow them to understand the causal and intentional relations that 
occur in the world and use that knowledge as a basis for thoughtful and 
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controlled actions (including communication): individual intentionality. 
Therefore, it is well within the scope of Gricean approaches to conceptualize 
the forms of communication that fall between non-intentional signals and 
intentional-reflective utterances—in other words, Gricean approaches allow 
for degrees of intentional communication. 
 If we assume, that human communication is built upon complex mind-
reading skills, which, I think, is not a controversial view, then we will always 
have the problem of explaining the transition between forms of communi-
cation that pose little or no requirements for cognition and uniquely human 
intentional communication. Even if we assume that the notion of organic 
meaning accurately describes the communication between amphibians and 
predators that threaten them, then we will have to explain how non-inten-
tional organic meaning transitioned to the intentional, yet not fully Gricean, 
alarm calls of chimpanzees; if we assume that alarm calls are cases of non-
intentional organic meaning, we will have to explain how it transitioned to 
the pre-ToM utterances of infants; if we assume that pre-ToM utterances 
are cases of organic meaning—still, we will have to explain the transition 
between non-intentional pre-ToM utterances and intentional communica-
tion. And every time that we have this significant transition between non-
intentional and intentional communication, the problem of cognitive load 
arises. And one of the reasons for that is the fact that we do not specify 
any cognitive mechanisms responsible for those supposedly non-intentional 
forms of communication, thus creating a ‘cognitive gap’. I suggest that to 
avoid this problem one can i) pose intermediate stages of intentional com-
munication and ii) develop models of Gricean communication that posit 
lower cognitive demands on communicating agents16. As mentioned be-
fore, Bar-On claims that expressive communication foreshadows human 
communication in virtue of certain characteristics that go beyond simple 
animal signals, but do not require the capacity to form and understand  

                                                 
16  Of course, there is another option: we can reject the Gricean models of commu-
nication in favour of alternative views; in this case, the intentional-inferential model 
will no longer be the ‘end game’ of communication that requires explanation in evo-
lutionary and developmental terms. However, since the non-Gricean accounts de-
scribed in this paper do not make the claim that communication of mature humans 
is non-Gricean, I did not consider this approach. 
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communicative intentions. However, those characteristics—the open nature 
of expressive communication in which the signaller overtly conveys infor-
mation about his mental states, impending behaviour and environment—
do not constitute Gricean communication. There is still a very apparent 
difference—a gap—between expressive communication and organic meaning 
on the one hand, and Gricean communication on the other. Therefore, if we 
want to use non-Gricean approaches to explain the emergence of human 
communication, we need to explain how expressive communication, or cases 
of organic meaning, can transition into the intentional Gricean communi-
cation. Without this, the question remains unanswered. One apparent solu-
tion to this problem is to postulate some sort of intermediate levels of in-
tentionality, which can underlie ‘minimal-Gricean’ acts of communication—
and this is precisely the strategy that some Gricean approaches have 
adopted. Bar-On seems to be aware of that: “Once appropriated, and caught 
up in intentional actions, expressive signals can propagate and stabilize, 
and come to have a semantic-pragmatic life of their own” (Bar-On 2017, 
310); and, “Expressive communication is at times triadic, relying on shared 
attention mechanisms that allow signalers and receivers to attend together 
to objects or events of mutual concern” (Bar-On 2017, 310). But the only 
story that non-Gricean approaches offer is a rational reconstruction of some 
forms of non-intentional communication and a story about how certain com-
municative behaviours are established due to their adaptive functions. 
Therefore, to bridge the gap, non-Gricean approaches have to fall back on 
concepts that are utilized in Gricean approaches—e.g., shared intentional-
ity—for which they do not offer any evolutionary explanation. In other 
words, to provide an explanation for the emergence of Gricean communica-
tion, we need Gricean answers. For example, if we accept the expressive 
communication hypothesis, then we have to explain how the shared atten-
tion mechanism that supposedly allows for triadic communication has 
evolved and how it develops. The notion of expressive communication alone 
does not provide an answer to this; however if we have the story in place 
of how shared attention evolved, what explanatory role does expressive 
communication play? 
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6. Summary 

 In this paper, I have tried to identify the limitations of two non-Gricean 
approaches to the evolution of human communicative abilities: Green’s the-
ory of organic meaning and Bar-On’s model of expressive communications. 
I have argued that what the two approaches in question offer does not go 
beyond the rational reconstruction of some forms of communication and the 
functional analysis of verbal forms of communication. And while this theo-
retical proposal could be useful, it falls short of the stated goals of providing 
solutions to cognitive, ontogenetic and phylogenetic problems that arise 
when we try to construct a plausible account of the evolution of human 
communication. Tinbergen’s four questions show that causal, functional, 
ontogenetic and phylogenetic considerations in regard to behaviour re-
quire different approaches. As Hogan (1994) points out, questions about 
functions should be clearly distinguished from questions about mecha-
nisms; as de Waal (2008) and Macphail and Bolhuis (2001) show, conflat-
ing these two questions can lead to serious problems. Functional analyses 
are important, but issues like the problem of cognitive load arise when we 
look at the cognitive processes that underlie our communicative abilities; 
therefore, functional analyses cannot be treated as solution to those kinds of 
problems. Furthermore, neglecting the causal analyses can lead to problems 
in explaining certain characteristics of human (and primate) communica-
tion, such as its triadicity. Finally, I have argued that organic meaning 
could be better understood as a natural meaning in use rather than a dis-
tinct category of meaning. 
 The main problem of the two non-Gricean approaches discussed in this 
paper seems to be that in order to fill the evolutionary gap between non-
intentional and intentional communication they try to reconstruct forms of 
non-intentional communication in greater detail, while still maintaining 
that they do not involve any sort of communicative intentions. While this 
approach may have its merits, it does not really help to fill this gap since 
we still have to explain the transition between those forms of communica-
tion and the intentional communication of humans. On the other hand, 
Gricean approaches try to resolve the same problem by showing that var-
ious cases of intentional communication, broadly understood, can be more 
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or less cognitively demanding and, as the corollary of this, create a  
continuum of forms of intentional communication that can provide an ade-
quate basis for plausible ontogenetic and phylogenetic accounts. The anal-
ysis of possible cognitive mechanisms involved in communication consti-
tutes a large part of—at least some—Gricean approaches. For this reason, 
they seem to offer a more adequate conceptual framework within which one 
can address and attempt to solve the problem of cognitive load.  
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Abstract: People partaking in a conversation can add to the common 
ground of said conversation by performing different speech acts. That 
is, they can influence which propositions are presumed to be shared 
among them. In this paper, I am going to apply the common ground 
framework to the phenomenon of epistemic injustice. In doing so, I 
am going to focus on two kinds of speech acts: making assertions and 
asking certain kinds of questions. And I am going to look at three 
varieties of epistemic injustice: testimonial injustice, inquiring injus-
tice and interpretative injustice.  I am going to argue that what all 
these varieties of epistemic injustice have in common is that they 
unfairly inhibit the speaker’s ability to add to the common ground in 
the way intended by her. This in turn negatively affects which con-
versational roles a speaker can play in a given conversation. Based 
on these results, I am going to end by looking at some of the harms 
that epistemic injustice inflicts upon its victims. 
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1. Common ground 

 Mitchell Green (2017a), drawing on Robert Stalnaker (2002; 2014), de-
fines the common ground (CG) as follows: “A proposition [p] is common 
ground between agents A and B just in case both A and B accept p, both 
accept that both accept p, both accept that both accept that both accept 
p, and so on […]. This definition readily generalizes to more than two agents 
and to multiple propositions” (Green 2017a, 1589). We can understand “ac-
cepting” p as treating p as true for some purpose—e.g. believing that p is 
true, supposing that p is true for the sake of argument, imagining that p is 
true for the sake of a story (cf. Stalnaker 2014, 39; Green 2017a, 1589).  
 Here is an example to make this more vivid. Let’s assume my friend 
Laura says to me: “Let’s meet at the library at 3 pm”. In this situation, she 
assumes the following, among potentially many other things, to be common 
ground between the two of us: (1) We both accept that we both have the 
same library in mind. (2) We both accept that we are both aware where it 
is located. (3) We both accept that we both have the same day in mind. (4) 
We both accept that we are in the same time-zone. We both accept that 
we both accept (1)-(4), and so on.  
 I might respond to Laura in several ways. I might agree with her: “Yes, 
let’s do this”. In this case, I signal to her that I assume the same common 
ground as her and that I can make it on time.1 Or I might respond: “Sorry, 
I can’t make 3 pm. What about 4 pm?”. In this case, I signal to her that I 
assume the same common ground as her, but that I won’t be able to comply 
with her proposal. Or I might respond: “Which library do you mean?”.  In 
the last case, I deny that it is common ground between us which library she 
is talking about. Here, Laura would have to say something like this: “I mean 
the library next to the university”. In doing so, Laura proposes to add a 
new proposition to the common ground. She wants to make it the case that 
I accept that the library Laura wants us to meet at is the one next to the 
university. If she succeeds, she thereby makes it the case that we now both 
accept that we are both aware of which library Laura wants to meet at, 

                                                 
1  At least regarding the propositions listed above. In what follows, I will omit this 
complication for the sake of simplicity. 
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and that we both accept that we both accept this, and so on. In other 
words, Laura has successfully updated the common ground between us.2  
 For reasons that will emerge in §2, I’ll focus on two ways to update the 
common ground—by making assertions and by asking questions of a certain 
kind.3 Let’s assume I assert: “Meryl Streep holds the world record for most 
Oscar nominations”. By asserting this, I want to make it the case that the 
proposition that Meryl Streep holds the world record for most Oscar nomi-
nations is accepted as part of the common ground between me and my 
interlocutor. More specifically, I want my interlocutor to believe that it is 
indeed Meryl Streep holds this distinction. My interlocutor might respond 
by saying “Wow, I didn’t know this”. She thereby signals to me that she 
believes me and hence that my attempt to update the common ground 
between us has been successful.  
 However, my attempt to update the common ground by making an as-
sertion might also be resisted or challenged in various ways.4 My interlocu-
tor might respond: “How would you know? You don’t even own a tv”. Here, 
she registers my belief but challenges my competence to update the common 
ground in the desired way. That is, she doesn’t accept the content of my 
assertion. It would now be up to me to answer her challenge. If I can’t do 
so to her satisfaction, the content of my assertion won’t become part of the 
common ground between us. Or my interlocutor might challenge the factual 
correctness of my statement: “No, that’s Helen Mirren.” Or she might doubt 
my sincerity: “You do not really believe this, do you?” Again, these chal-
lenges might lead to the content of my assertion not becoming part of the 
common ground between us.5  

                                                 
2  Also cf. Lewis (1979) on “scorekeeping”.  
3  Stalnaker takes assertion to be the speech act by which we paradigmatically 
update the common ground (cf. Stalnaker 2014, 36; Green 2017a, 1591). Green 
(2017a, 1590 f.) also examines the way in which we can update the common ground 
by asking questions. I will say more on the latter below.  
4  On the right to challenge speakers who make assertions cf. e.g. Hinchman (2005) 
and Goldberg (2011).  
5  Green (2017b) identifies three dimensions of commitments a speaker undertakes 
in making an assertion—liability, frankness, fidelity. Because the speaker makes a 
claim about how things are, she is “liable to being correct or incorrect depending on 
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 A similar picture emerges with regard to questions (cf. Green 2017a, 
1590 f.). Let’s assume I ask: “Which movie won best picture at the Oscars 
in 1973?”. By raising this question, I want to make it part of the common 
ground between me and my interlocutors that I don’t know the answer to 
this question and also, typically, that the issue is worth looking into. If the 
question isn’t answered immediately or shot down as irrelevant, then this 
means that it is accepted into the common ground as an open question. 
That is, we both accept it as true that we don’t know, and that we both 
accept that we both accept that we don’t know which movie won best pic-
ture in 1973, and that this is an issue that is worth looking into. Alterna-
tively, it might happen that my question isn’t shot down as irrelevant, but 
answered immediately. Here too, in a sense, the question is accepted into 
the common ground. After all, it is dealt with appropriately. However, once 
it has been answered, it will no longer be part of the common ground as an 
open question. Irrespective of this, by accepting the question into the com-
mon ground, we both also accept an existential presupposition into the 
common ground, namely that there was (at least) one movie that won best 
picture in 1973, and thus also the meta-linguistic presupposition that there 
is (at least) one correct answer to the question raised. And we both accept 
that we both accept these presuppositions, and so on. 6  
 My interlocutor might now look up the information on her smartphone 
and assert: “It was the Godfather”. If the content of her assertion is accepted 
then it is in turn added to the common ground. The issue is now settled.  
 However, a question might be resisted or challenged as well. Let’s as-
sume I ask: “Is right-wing populism on the rise in Europe again?” Here, my 

                                                 
how things are”. She is also committed to “frankness”; that is, committed to believ-
ing what she asserts. Moreover, Green uses the term “fidelity” to express the notion 
that a speaker who makes an assertion thereby commits herself to respond to chal-
lenges by justifying her claims. We can see these commitments in play in the above 
examples. Because of “liability” and “frankness”, it is appropriate to challenge the 
speaker’s assertion in the ways indicated above. Because of “fidelity”, the speaker is 
committed to respond to such challenges. Moreover, how well she is able to respond 
to such challenges will (at least in part) determine whether her assertion becomes 
part of the common ground.  
6  Thanks to an anonymous reviewer for pressing me to be clearer on this issue.  
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interlocutor might respond: “Don’t be ridiculous, of course it is. How can 
you even doubt this?” Or she might respond: “Don’t be ridiculous, of course 
it isn’t. How can you even ask this?” In both cases, my question is rejected 
as illegitimate, because the issue is taken to be settled already and hence 
not worthy of (further) investigation. It doesn’t become part of the common 
ground (what will likely become part of the common ground is that I have 
asked this question). 
 Somewhat more generally, Green states: 

CG depends on what interlocutors accept, so if certain parties to 
a conversation refuse to acknowledge that one speaker has per-
formed a speech act, then neither its force nor its content will 
become part of CG, which will only register that this speaker has 
performed an act of speech. Or perhaps they acknowledge the 
performance of an illocution, but put the speaker up to impossibly 
high standards before the content of that illocution is absorbed 
into CG. (Green 2017a, 1600 f.).  

These remarks suggest that a speaker might be unjustly prevented from add-
ing to the common ground. In what follows, I am going to take up this sug-
gestion. That is, I will be using the common ground framework outlined so 
far to look at the debate on epistemic injustice. I am going to argue that in 
cases of epistemic injustice, what typically happens, among other things, is 
this: A speaker is, due to a negative identity stereotype against her, unfairly7 

                                                 
7  It is worth stressing that I take the prevention in question to be unfair because 
it is based on a negative identity stereotype. Of course, this leaves open the possi-
bility that there might be other unfair reasons for preventing a speaker from adding 
to the common ground in the way intended by her. Moreover, I take it that is not 
always unfair to prevent a speaker from adding to the common ground due to con-
siderations connected to the speaker’s identity. To see this, consider the following 
example: I have a friend who is an expert in economics but who is ignorant about 
physics. Both is known to me. Now, this friend makes two claims—one about the 
economical aspects of nuclear energy and the other about its hazardous nature. If I 
accept her first claim, but not the second (which, as a consequence, doesn’t become 
part of the common ground between us), it seems that I am hardly behaving unfairly 
towards her. The reason is that my rejection of her second claim is not based on a 
negative identity stereotype against her. Rather, the rejection is based on a fair 
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prevented from adding to the common ground in the way intended by her.8  

                                                 
assessment of her respective qualifications to make statements concerning different 
topics. (Thanks to Maciej Witek for pressing me to be clearer on these issues and 
for suggesting the example). 
8  One might wonder about cases in which a speaker is unfairly prevented from 
adding to the common ground, not due to a negative identity stereotype against her, 
but due to some more specific features the speaker exhibits. Wouldn’t such cases 
also count as examples of epistemic injustice? Let’s assume I wrongly don’t believe 
a speaker because she exhibits some nervous tick, which I mistake for a sign of 
dishonesty. Although such behaviour would be somewhat unfair and potentially 
harmful to the speaker, I wouldn’t, following Fricker (2007), classify this as an in-
stance of epistemic injustice, but rather of an instance of “epistemic bad luck”. Here, 
it’s not that I don’t believe the speaker because I am harbouring prejudices against 
her. The only reason I’m not believing her is that I am missing important information 
about her. She exhibits a behaviour commonly associated with dishonesty because 
she is nervous, not because she in fact is dishonest. What is more, if I had this piece 
of information, then I would likely believe her. It’s just bad luck for her that I do 
not. The latter is not the case with epistemic injustice. In the above examples, the 
speaker doesn’t suffer a credibility deficit because the hearer lacks important infor-
mation. Instead, the (unjust) reason for distrust is more systematic and more deeply 
rooted. 
 Of course, this is not to say that in cases where testimonial injustice is present, 
acquiring more information about the speaker can’t change a hearer’s perception of 
the speaker’s credibility. To see this, consider the following example: A woman, who 
has a degree in nuclear physics, claims that nuclear energy is dangerous. Her male 
interlocutor, who doesn’t know she has the relevant expertise, dismisses her claim as 
the ramblings of an anxious woman. Moreover, let’s assume that (a) he would have 
believed her, had he known about her physics degree, and that (b) he would have 
simply believed a male interlocutor making the same claim, independent from 
whether he had any relevant background information about said interlocutor, and 
that (c) this difference in reaction on his part is due to a negative identity stereotype 
he harbours against women. Here, we have a case of testimonial injustice where 
having additional information would affect how the hearer perceives the speaker’s 
credibility. That being said, it is worth stressing that this example is different from 
the nervous tick-example in so far as here a negative identity stereotype, and not 
just lack of information, is crucial for explaining the low credibility initially at-
tributed to the speaker.  (Thanks to an anonymous reviewer for suggesting the sec-
ond example and for pressing me to be clearer on this issue).  



Common Ground, Conversational Roles and Epistemic Injustice 405 

Organon F 28 (2) 2021: 399–419 

2. Varieties of epistemic injustice 

 Miranda Fricker (2007) discusses two kinds of epistemic injustice—tes-
timonial injustice and hermeneutical injustice.9 The former is what I am 
going to focus on in this paper. One is a victim of testimonial injustice if, 
in making a statement, one suffers a credibility deficit due to negative iden-
tity stereotype. One of the examples Fricker provides for this phenomenon 
is the following: In the screenplay for Patricia Highsmith’s The Talented 
Mr. Ripley Marge Sherwood wants to convince the father of her fiancé, 
Herbert Greenleaf, that his son has been murdered by Tom Ripley. Mr. 
Greenleaf responds to this by dismissing the content of her assertion—
"Marge, there’s female intuition, and then there are facts”. Here, Marge 
isn’t believed by Mr. Greenleaf, although she is in fact right, due to a cred-
ibility deficit based on a negative identity stereotype: As a woman she is 
taken to be emotional rather than rational. Hence, so Herbert Greenleaf’s 
thinking goes, one shouldn’t attach too much weight to her words in this 
situation. 10 The injustice Marge suffers here is epistemic in kind in so far 
as she is not taken seriously as a valuable informant, and hence as a pro-
vider of knowledge, on the issue in question.11 

                                                 
9  For an overview over the epistemic injustice debate cf. McKinnon (2016).  
10  McGowan (2009) and Caponetto (2020) discuss a similar phenomenon under the 
moniker “authority silencing”, which takes place, for example, “when women speak, 
or try to speak, as experts in male-dominated fields. […].  Often, in spite of being 
competent and thus satisfying the requirements for counting as an expert in a given 
area, a woman finds that her utterances do not count as expert speech acts. Her 
expert status is not recognized and hence fails to give hearers any special reason to 
trust what she claims” (Caponetto 2020, 7). I believe, however, that the phenomenon 
of testimonial injustice, as conceived by Fricker, is broader than this. Marge, in the 
example above, is clearly epistemically wronged. But she is not wronged as an expert 
in a male-dominated field. After all, she isn’t a police officer and hence doesn’t make 
her statement concerning Tom Ripley’s guilt in this capacity.  
11  In this paper, I shall follow Fricker in concentrating on cases in which there is a 
negative identity stereotype against the speaker. However, one might also hold that 
giving a speaker a credibility access due to some positive identity stereotype consti-
tutes a form of epistemic injustice. As Medina (2013) points out, credibility judge-
ments often have a contrastive quality. That is, the credibility of a testifier is  
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 In the wake of Fricker’s influential work, philosophers have identified 
further varieties of epistemic injustice. For instance, Christopher Hookway 
(2010) draws attention to a phenomenon we can call inquiring injustice. 
Hookway notices that a person can become a victim of epistemic injustice 
not just when she asserts something, but also when she asks questions of a 
certain kind. That is, she can become a victim of epistemic injustice when 
she raises questions that attempt to shape an inquiry. When I talk of “ep-
istemic injustice” in connection with raising questions, it’s such inquiry 
questions I have in mind, although I will sometimes simply talk about “ques-
tions” for the sake of brevity.12  
 Here is an example to make more vivid what I mean by “inquiry ques-
tions”: Imagine a philosophy seminar on knowledge during the 1950th, when 
contextualist approaches to knowledge ascriptions weren’t on people’s ra-
dars.13 During this seminar a student asks: “What if the truth values of 
knowledge ascriptions are context dependent?” The student raises this ques-
tion in order to draw attention to a worthy subject of inquiry. Her professor 
however dismisses this question, because she believes that students don’t 
have the philosophical skills to determine which questions do and do not 
merit philosophical inquiry. Here, the student also suffers a kind of epis-
temic injustice. Due to her identity—just a student—she is not taken to be 
the kind of person who can contribute to a philosophical inquiry by raising 
questions that might shape said inquiry. 
 One might object to this assessment on the basis that the student, unlike 
Marge, didn’t assert something. Hence, it is not the case that the student 
is wronged in her capacity as an informant or source of knowledge.  

                                                 
assessed against the credibility of others. Greenleaf, to pick up on the above example, 
assesses Marge’s credibility against Tom’s. And the credibility deficit that Marge 
suffers is, at least to some extent, due to the credibility excess Greenleaf assigns to 
Tom. (Thanks to an anonymous reviewer for pointing this out).  
12  I use this locution to distinguish the kinds of questions I am interested in in this 
paper from more mundane questions, such as “What time is it?”, “What’s your 
favourite ice cream?”, “Are you eating that?”, and so on.  
13  Although there are some precursors, contextualist approaches to knowledge as-
criptions became prominent in the 1990th due to e.g. DeRose (1992), Lewis (1996), 
Cohen (1999).  
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Nevertheless, I believe that an epistemic injustice is committed against the 
student. After all, an inquiry is an epistemic activity in so far as it is aimed 
at generating knowledge or fostering understanding.14 And the student is, 
due to a negative identity stereotype against her, unfairly prevented from 
contributing to this activity. 
 As should be apparent from the discussion of the above examples, the 
reason why I shall focus on assertions and inquiry questions is that they are 
especially important from an epistemic perspective. Assertions serve the 
function of sharing information and, if all goes well, spreading knowledge.15 
And inquiry questions serve the function of shaping activities aimed at 
gathering knowledge and promoting understanding. That being said, I don’t 
deny that other speech acts (e.g. conjectures) are of epistemic importance 
as well. 
 What both testimonial injustice and inquiring injustice, as presented 
here, have in common is that the contents of certain contributions are dis-
missed when they shouldn’t be, and that this happens due to negative iden-
tity stereotypes against the speakers who try to make these contributions. 
Andrew Peet (2017), however, points out that epistemic injustice can hap-
pen even earlier in the process of communication. One can also become a 
victim of epistemic injustice in virtue of the way one’s utterance is inter-
preted; before the utterance is then further assessed for credibility and/or 
merit. Due to one’s identity, one’s utterance might be interpreted in ways 
one never intended. 
 As an example, following Fricker’s (2007) reading of Harper Lee’s To 
Kill a Mockingbird, Peet imagines a black man saying about a white woman 
“she seemed vulnerable to me”. What the latter tries to convey is that he 
wanted to help her, because she didn’t have anyone and he felt sorry for 
her. However, his interlocutors interpret his statement as saying that she 
would make an easy victim. In interpreting his statement like this, they are 

                                                 
14  For more on why inquiring should be understood as a distinctly epistemic activ-
ity and what the characteristics of this activity are, cf. Freedman (2019, forthcom-
ing).  
15  Cf. Kelp (2018) for related discussion.  
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guided by a negative identity stereotype that takes black men to be aggres-
sive and prone to criminality.16  
 Although, intuitively, an injustice is committed in Peet’s example, it 
might, compared to the two previous examples, be less obvious why we are 
dealing with a case of epistemic injustice here. After all, it’s not that the 
black man’s interlocutors don’t believe him when he says that the woman 
seems vulnerable to him. Rather, the problem here is that they unfairly 
misinterpret the attitude expressed in his statement. The statement is taken 
to express malice rather than sympathy and pity. Nevertheless, there clearly 
is an epistemic dimension to the injustice committed here. The unfair mis-
interpretation happens because the black man’s interlocutors have false 
background beliefs about black people and are not open to counterevidence 
that might challenge these beliefs. In fact, they fail to see his statement as 
potential counterevidence against their preconceived notions and instead 
unfairly interpret it in a way that fits these preconceived notions.17 
                                                 
16  Cf. Peet (2017, 3432). The phenomenon Peet draws our attention to bears resem-
blance to what is often discussed under the headline “silencing” (cf. e.g. Langton 1993; 
Hornsby 1995a, 1995b; Langton & Hornsby 1998; Maitra 2009, 2017; McGowan 2009; 
Dotson 2011; McKinnon 2016; Caponetto 2020). A paradigm case to illustrate this 
phenomenon is the following: “A woman says ‘No’ to a man, intending to refuse sex. 
The man understands the conventional meaning of her utterance, and recognizes the 
content it expresses. Nevertheless, the utterance does not do what she wants it to do: 
it does not deter him from forcing sex on her” (Maitra 2009, 313). Although different 
accounts of silencing differ in their diagnosis of what goes wrong in this scenario, they 
are united by the thesis that the woman is silenced in so far as she gets disabled in her 
ability to communicate her refusal of sex. One possible explanation for this, that is 
given in the literature, is that her refusal gets misinterpreted. The man interprets her 
“No” not as a genuine refusal, but rather as an attempt to not appear too sexually 
forward. According to this interpretation, like in Peet’s example, the message that is 
received is drastically different from the one that was intended to be conveyed.  
17  One might wonder whether the cases that were presented to illustrate testimonial 
injustice and inquiring injustice might instead be regarded as cases of interpretative 
injustice. For instance, Mr. Greenleaf might be regarded as misinterpreting Marge’s 
utterance by taking it to be an expression of her fears, rather than an assertion 
issued with the required ‘illocutionary’ authority. Moreover, one might take the pro-
fessor to misinterpret the student’s utterance as a case of showing-off, rather than 
as a genuine question aimed at shaping the course of inquiry. While it is certainly 
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 Let us briefly take stock: I have given an overview over three varieties 
of epistemic injustice—testimonial injustice, inquiring injustice and inter-
pretative injustice. In each case, a speaker is treated unfairly due to a neg-
ative identity stereotype against her on the part of her respective interloc-
utor. Yet, apart from their common origin, these three varieties of epistemic 
injustice look quite different. Testimonial injustice is concerned with asser-
tions. Inquiring injustice is concerned with questions of a certain kind. And 
interpretative injustice is concerned with how a speaker’s message is under-
stood by the hearers. In spite of these apparent differences, I want to suggest 
that these varieties of epistemic injustice are united by their effect. To do so, 
I will be utilizing the common ground framework laid out in the last section.  
 However, before exploring this idea, let me briefly address what might 
appear to be a tension between the common ground framework and the 
debate on epistemic injustice, especially regarding the first two examples. 
The common ground framework seems to be linked to the assumption that 
speakers engaged in a conversation are typically co-operative in a Gricean 
(e.g. 1975) sense. For example, a natural explanation for why the common 
ground between interlocutors can often be updated quite effortlessly is that 
the interlocutors implicitly assume each other to be co-operative. But such 
an assumption of cooperation seems not to be (at least not fully) present in 
conversations in which epistemic injustice takes place—e.g. those commit-
ting epistemic injustice tend to assume that their interlocutors’ contribu-
tions are not relevant or of low quality.18  
 Yet, this tension disappears upon closer inspection. It’s not that in-
stances of epistemic injustice constitute counterexamples against Grice’s 

                                                 
possible that things like this might happen, we can simply stipulate that this is not 
what happens in the examples given in the main text. That is, we can stipulate that 
Mr. Greenleaf (correctly) understands Marge’s utterance as an assertion. It’s just 
that he dismisses said assertion due to a negative identity stereotype. Similarly, we 
can stipulate that the professor understands the student’s contribution as a genuine 
inquiring question. It’s just that, due to a negative identity stereotype, the professor 
doesn’t engage with this question—she simply thinks that students are in no position 
to evaluate what are worthy subjects of philosophical inquiry. (Thanks to 
Maciej Witek for raising this issue).  
18  Thanks to an anonymous reviewer for raising this worry. 
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cooperative principle. It’s rather that we can use this principle to diagnose 
what, among other things, goes wrong when epistemic injustice takes place. 
In cases of epistemic injustice, an interlocutor falsely and unfairly assumes 
that the speaker violates the cooperative principle—e.g. an interlocutor 
falsely and unfairly assumes that the speaker’s contribution falls short of 
certain standards of relevance or quality. 
 After having addressed this potential worry, let’s take another look at 
the examples considered so far to explore the thesis put forward at the end 
of the last section. The thesis that in cases of epistemic injustice the speaker 
is, due to a negative identity stereotype against her, unfairly prevented from 
adding to the common ground in the way intended by her: Marge wants to 
update the common ground by adding the proposition that her fiancé, 
Dickie Greenleaf, has been murdered by Tom Ripley. However, her attempt 
to do so is resisted by Herbert Greenleaf. He deems her justification for her 
assertion—Tom is wearing Dickie’s ring and Dickie promised her to never 
take it off—to be unsatisfactory. He brushes her accusation against Ripley 
off by saying “Marge, there’s female intuition, and then there are facts”. 
Consequently, the content of Marge’s assertion does not become part of the 
common ground (it only becomes part of the common ground that Marge 
beliefs that Tom Ripley is guilty).  
 The student wants to update the common ground by proposing a ques-
tion she takes to be a worthy starting point for philosophical inquiry. How-
ever, her professor believes that students are not in a position to determine 
what is and what isn’t worthy of such inquiry. Therefore, she dismisses her 
question. Hence, although the question is registered, it doesn’t become part 
of the common ground in the sense that it is accepted that perusing it might 
lead to interesting results. It won’t be taken as worthy of further investiga-
tion in the context of the seminar.   
 And the black man in Peet’s example intends to make it part of  
the common ground that there was a vulnerable woman that might  
have benefited from getting some help. However, this is not how his state-
ment is interpreted by his interlocutors. They rather take him to classify 
her as a potential victim of his. What they take away from the conversa-
tion is very different from what he had in mind when he made his utter-
ance. 
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 It is worth stressing here that, in all of these examples, it might very 
well be the case that some proposition becomes common ground between 
the speaker’s interlocutors as a result of her utterance. Crucially, however, 
in each instance, this won’t be the proposition intended by the speaker. 
And what is more, said proposition will likely be anathema to the speaker’s 
intention and unfairly proof harmful to her19—“Marge is a hysterical 
woman” instead of “Tom Ripley has murdered Dickie Greenleaf”; “This 
                                                 
19  The qualifications “harmful”, “unfairly”, and “as a result of her utterance” are 
crucial for characterizing instances of epistemic injustice. After all, it is frequently 
the case that a speaker’s utterance will lead to propositions becoming part of the 
common ground between all or some of those involved, although the speaker didn’t 
intend them to become part of the common ground. Imagine someone says “I just 
picked up a new suit from my tailor”. As a result of this utterance, it might become 
part of the common ground between his interlocutors that the speaker is well off and 
that he is particular about his clothes, although this wasn’t intended by the speaker. 
But, intuitively, we wouldn’t say that these interlocutors commit an epistemic in-
justice against the speaker. Presumably, part of the explanation for this assessment 
is that we wouldn’t say that these propositions are anathema to the speaker’s inten-
tions, or that they will proof unfairly harmful to him. 
 Or imagine that a male driver says “Sorry for being late, there were so many 
slow women drivers on the road today” (this example is adapted from Faulkner 
(2011)). Here, the speaker intends to give his interlocutors a reason for him being 
late. But it might very well become part of the common ground between his inter-
locutors that he is a sexist, although he did not intend this to happen. While this 
addition to the common ground might lead to the others viewing the speaker in an 
unfavourable light, we would hardly say that this is unfair towards the speaker.  
 Finally, imagine the following scenario (suggested by an anonymous reviewer):  
Suppose that Marge accuses Tom of being Dickie’s murderer while bursting into 
tears. Moreover, suppose Greenleaf believes her, but also takes her tears to be a 
symptom of her overly emotional female nature. This thought then becomes common 
ground between Greenleaf and a few other male figures who listen to Marge’s accu-
sation. Here, the common ground would be updated in a way that is both unfair to 
Marge and harmful to women. Nevertheless, intuitively, we wouldn’t be dealing with 
a case of epistemic injustice. The reason is that the common ground doesn’t get 
updated in this way as a result of Marge’s utterance per se. Rather, the common 
ground gets updated in this way because of the emotion Marge displays while making 
her utterance. (Thanks to an anonymous reviewer for pressing me to be clearer on 
these issues.).  
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student hasn’t understood part of the lecture” instead of “Context-sensitiv-
ity is a worthy subject of inquiry”; “He wanted to rob her” instead of “She 
needs our help”.  
 Moreover, it is worth stressing that the proposition might not become 
part of the common ground of the conversation that the speaker herself is 
part of. After all, the speakers in question will likely not accept the respec-
tive proposition. Still, the proposition might well become part of the com-
mon ground of conversations that the speaker’s interlocutors subsequently 
(or even simultaneously) have among themselves. Marge, for example, will 
likely not accept the proposition that she is a hysterical woman. Hence, this 
proposition will not become part of the common ground of the conversation 
she herself is part of. Still, the proposition that she is a hysterical woman 
might well become part of the common ground of conversations that her 
male interlocutors subsequently (or even simultaneously) have among them-
selves.20  
 The considerations presented in this section confirm the thesis that was 
put forward: Different varieties of epistemic injustice are united by their 
effect: A speaker is, due to a negative identity stereotype against her, un-
fairly prevented from adding to the common ground in the way intended by 
her. Moreover, it was indicated in this section that this is bound to have 
negative effects on the speaker. I am going to end by discussing some of the 
negative consequences that might arise as a result; for the speaker and for 
the conversational project she wants to contribute to. To do so, I am going 
to make use of Mitchell Green’s examination of different conversation-types. 

3. The conversational harms of epistemic injustice 

 Green (2017a, 1593 ff.) provides a taxonomy of conversation-types. In 
doing so, he, following Stalnaker (1970), differentiates between inquiries 

                                                 
20  That’s why it says in the preceding paragraph “it might very well be the case 
that some proposition becomes common ground between the speaker’s interlocutors 
as a result of her utterance” (emphasis added), rather than “it might very well be 
the case that some proposition becomes common ground between the speaker and 
her interlocutors as a result of her utterance”.  
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and deliberations. Inquiries aim at answering theoretical questions while 
deliberations aim at answering practical questions.21 In both types of con-
versations, speakers can play different roles—symmetrical and asymmet-
rical ones. When speakers occupy symmetrical conversational roles, they 
pool their information and negotiate their desires to achieve the common 
goal of the conversation. If the roles are asymmetrical, a speaker answers 
theoretical or practical questions for the others (asymmetrical didactic). Or 
a speaker leads the others to answering theoretical or practical questions 
for themselves (asymmetrical socratic).  
 This analysis of conversational roles can help us to better understand 
the negative effects of epistemic injustice. As was shown in the last section, 
different varieties of epistemic injustice are united by the common feature 
of unfairly preventing speakers from adding to the common ground in the 
ways intended by them. This in turn severely limits the roles these speakers 
can play in a given conversation. As they are typically not believed, not 
taken seriously, or misinterpreted when they assert something or raise an 
inquiry question, they are curtailed in their ability to make contributions 
that might help to solve theoretical or practical questions.  
 Consider the examples from the previous section: As Marge is not be-
lieved, she is prevented from providing information that might help to an-
swer the question what happened to Dickie Greenleaf. Because the student 
is not taken seriously, she is not in a position to ask questions that might 
shape the course of an inquiry concerning knowledge ascriptions. And be-
cause the black man in Peet’s example is viewed as a predator, rather than 
as a good Samaritan, he is not seen as someone who might be a force for 
good in his community. Put in more general terms: Victims of epistemic 
injustice are impeded in their ability to play a symmetrical role in a given 
conversation.  
 To avoid a potential misunderstanding, a qualification is in order here. 
By “impeded” I don’t mean that victims of epistemic injustice won’t be able 
to play symmetrical roles in a given conversation at all. It’s just that, in 
virtue of the negative identity stereotypes against them, the symmetrical 
                                                 
21 Similarly, Stalnaker, roughly speaking, takes inquiries to be concerned with find-
ing out what is the case, and deliberations to be concerned with finding out what to 
do (cf. Stalnaker 1970, 280).   
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contributions they can make will be unfairly curtailed. That is, these con-
tributions will be limited to topics where the speaker is not viewed in light 
of a negative identity stereotype, or where the negative identity stereotype 
does not deflate the assessment of credibility or competence, or where there 
might even be a positive identity stereotype associated with the speaker; 
e.g. a woman might well play a symmetrical role in a conversation on how 
to raise a child, a student when it comes to the latest university gossip, or 
a black man when it comes to the athletic performance of a sports team.22  
 That being said, victims of epistemic injustice will often be forced into 
an asymmetrical role, if they are allowed to participate in the conversation 
at all. They are told things. Or things are explained to them. Think of 
“mansplaining” as a prototypical example for such an asymmetrical conver-
sation dynamic. For our purposes we can understand mansplaining as the 
phenomenon where a man condescendingly explains something to a woman, 
although he possesses less knowledge on the issue in question than she 
does.23 Here, the man automatically (and wrongly) assumes that a woman 
is not on equal footing with him regarding the topic at issue. She might 
learn from him but not vice versa. Thus, he will be prone to dismiss her 
attempts to contribute to the conversation in ways meant to educate him 
on the issue in question. Rather, her best shot at getting his attention and 
getting him to engage with her contributions will be to ask him for infor-
mation, asks him to explain things to her, asks him how to do stuff, or 
makes statements that play into his preconceived notions, like “I don’t un-
derstand”, “Ah, I see now”, “Thank you for explaining”. In short, mans-
plaining constitutes a case of epistemic injustice in so far as the man doesn’t 
take his female interlocutor seriously as a source of knowledge from whom 
he might learn, but one-sidedly sees her as someone who could benefit from 
his knowledge. 
 Somewhat generalizing these observations, we can say that epistemic 
injustice fosters a power imbalance between conversationalists. The victims 
of epistemic injustice will likely be cast into a passive role. They will often 
not be seen as equals who can make a valuable contribution to inquiries or 
                                                 
22  Thanks to an anonymous reviewer for pressing me to be clearer on this issue.  
23  Cf. https://www.merriam-webster.com/words-at-play/mansplaining-definition-
history.  

https://www.merriam-webster.com/words-at-play/mansplaining-definition-history
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deliberations. Rather, they will typically be cast into the role of an inferior. 
That is, they will be seen as being dependent on others, and they will be 
prevented from conversing with others as equals. In short: Their conversa-
tional agency gets impaired.  
 Some practical negative effects of this impairment are quite obvious. 
When people are prevented from adding to the common ground in the way 
outlined above, they can’t get credit for their work or their ideas. After all, 
substantial contributions they are trying to make are prone to be ignored, 
dismissed or misinterpreted. Again, consider the previous examples: Marge 
won’t get credit for solving the disappearance of Dickie Greenleaf. The stu-
dent in the philosophy seminar won’t be mentioned by future epistemolo-
gists when they discuss contextualism. And the black man who just wanted 
to help won’t be seen as someone who might make his neighborhood a better 
place. They are all, to borrow a phrase from Ishani Maitra (2009, 331), 
“unfairly deprived of the benefits of speech”.24 
 Moreover, the positive effects that the speakers intended to bring about 
with their utterances might not take place at all, or at least might take 
place later than they could have otherwise. There might never be justice 
for Dickie Greenleaf, as Marge was the only one to see through Tom Ripley. 
An important strand in contemporary epistemology might have gotten off 
to a much earlier start. The quality of life in the neighborhood might not 
improve, or improve later than it could have.   
 However, I believe that the negative effects of this impairment cut even 
deeper. To see why, it will help to look at what Fricker (2007) identifies as 
a crucial harm inflicted by epistemic injustice, especially testimonial injus-
tice. According to Fricker, in cases of epistemic injustice “a person is 
wronged in her capacity as a knower” and “[t]o be wronged in one’s capacity 
as a knower is to be wronged in a capacity essential to human value” 

                                                 
24  I say “borrow” here because the point I make is somewhat different from 
Maitra’s. My point is that victims of epistemic injustice are deprived of the benefits 
of speech in so far as these victims won’t get credit for the ideas they express. In 
contrast to this, Maitra is concerned with how speech gives people a voice in demo-
cratic societies (e.g. to protest or to criticise) and how silencing (cf. fn. 17) deprives 
people of this voice. (Thanks to an anonymous reviewer for pressing me to be explicit 
on this difference.).  
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(Fricker 2007, 44).25 The key idea here is that our capacities to know things 
and to spread knowledge are crucial parts of our identity qua human beings. 
Thus, not to be taken seriously in these capacities, as happens in cases of 
epistemic injustice, is essentially “dehumanizing” (cf. Fricker 2007, 44).  
 If what I have been saying so far is on the right track, then the dehu-
manizing effect of epistemic injustice goes even further. While I agree with 
Fricker that our capacities to know things and to spread knowledge are 
crucial to our identity qua human beings, surely other capacities are essen-
tial here as well. I take it that another essential and related capacity is our 
capacity to communicate with each other more broadly—a capacity that 
importantly includes our ability to partake in conversations.  But if victims 
of epistemic injustice are, as I have been arguing, impaired in their conver-
sational agency (in virtue of being impeded in their ability to play a sym-
metrical role in a given conversation), then this means that their ability to 
partake in conversations gets curtailed. 
 The latter is crucial for assessing the dehumanizing effect of epistemic 
injustice: if the ability to partake in conversations is an important part of 
our capacity to communicate, and if this capacity in turn is an important 
part of our identity qua human beings, then this means that victims of 
epistemic injustice are also dehumanized in virtue of being curtailed in their 
ability to partake in conversations. Put differently, it’s not just that victims 
of epistemic injustice are dehumanized in so far as they are wronged in their 
capacity as knowers. It’s also that they are dehumanized in so far as they 
are wronged in their capacity as communicators more broadly.  

4. Conclusion 

 In this paper, I have looked at epistemic injustice through the prism of 
Mitchell Green’s work on the common ground and on conversation-types. 
This has allowed me to unearth a feature that different varieties of epistemic 
injustice have in common. When one is a victim of epistemic injustice, one 
is, due to this, unfairly prevented from adding to the common ground in 

                                                 
25  Here, Fricker in turn draws on Craig’s (1990) genealogical account of our concept 
of knowledge. 
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the way one intends. This in turn has an impact on the conversational roles 
one can play. Victims of epistemic injustice are likely to be forced into 
asymmetrical conversational roles. That is, they are bound not to be taken 
as equals who can make valuable contributions to inquiries or deliberations. 
Rather, they are bound to be perceived as people who need things to be 
explained to them, or to be shown to them. On a practical level, this is 
likely to have negative consequences for the victims of epistemic injustice 
as well as for the conversational projects they are prevented from engaging 
in properly. Moreover, this is even bound to dehumanize victims of epis-
temic injustice in so far as they are wronged in a capacity that is essential 
to human identity, the capacity to communicate. 
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Abstract: Conclusions of theoretical reasoning are assertions—or at least 
speech acts belonging to the class of assertives, such as hypotheses, pre-
dictions or estimates. What, however, are the conclusions of practical 
reasoning? Employing the concepts of speech act theory, in this paper I 
investigate which speech acts we perform when we’re done with an in-
stance of a practical argument and present its result in a linguistic form. 
To this end, I first offer a detailed scheme of practical argument suitable 
for an external pragmatic account (rather than an internal cognitive ac-
count). Resorting to actual examples, I then identify a class of action-
inducing speech acts as characteristic conclusions of practical argument. 
I argue that these speech acts—promises, orders, pieces of advice, pro-
posals, and others—differ chiefly depending on the agent of the action 
induced (me, us, you, them) and their illocutionary strength. 

Keywords: Illocution; practical argument; practical reasoning; speech 
acts. 

1. Introduction 

 Practical reasoning and theoretical reasoning are typically defined as, 
respectively, reasoning about what to do and about what to believe. Yet, 
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the seemingly innocent “about” might be quite misleading here, and in a 
dual sense. The distinction does not in fact pertain to 1) the content of 2) 
the premises which we are reasoning “about,” such as when we reason 
(whether practically or theoretically) “about” Brexit or Donald Trump. Ra-
ther, it refers to 1) the function of 2) the conclusion of reasoning. We thus 
reason “about” what we conclude we can do about Brexit or “about” what 
we conclude we should believe about Trump. Given this, the analysis of the 
function of the conclusion of reasoning is, by definition, crucial. This is my 
task for this paper.  
 In this task, I will avail myself of the basic idea of speech act theory, 
namely, that various functions of our language use can be comprehensively 
elucidated via the concept of speech acts.1 This requires attention to the 
conclusions of our reasoning as linguistically constituted via practical argu-
mentation—or at least linguistically represented; I give attention to this 
issue directly below, in Sections 2 and 3. Looking from the perspective of 
practical argumentation, and not just reasoning, the basic problem of this 
investigation can be represented as follows: 
 Conclusions of theoretical reasoning are assertions—or at least speech 
acts belonging to the class of assertives, such as hypotheses, predictions or 
estimates. This follows directly from standard definitions of assertives and 
of theoretical reasoning: both are about how things are and, as such, can be 
true or false. On a standard view (but see Section 2.4 for a challenge), 
theoretical reasoning is thus assertoric through and through: we insert var-
ious types of assertives as premises and conclude with another assertive. 
What, however, are the conclusions of practical reasoning? What do we do 
with words when we arrive at a conclusion of a practical argument? Which 
speech acts do we perform when we’re done with an instance of a practical 
argument? (Other than: “I’m done!”)  
 To answer these questions, in Section 3 I will offer a detailed scheme of 
practical argument suitable for an external pragmatic account (rather than 
an internal cognitive account). Resorting to actual examples (Section 4), I 
then identify a class of action-inducing speech acts as characteristic conclu-
sions of practical argument (Section 5). I argue that these speech acts—
                                                 
1  For recent accounts see (Green 2020) and (Fogal, et. al eds. 2018); for classic 
works see, of course, (Austin 1975) and (Searle 1969). 
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promises, orders, pieces of advice, proposals, and others—differ chiefly de-
pending on the agent of the action induced (me, us, you, them) and their 
illocutionary strength. 

2. What concludes practical reason? 

2.1. Attitudes or acts of a reasoning agent 

 Philosophical accounts of practical reasoning (henceforth: PR) are still 
dominated by the first-person perspective of a single reasoning agent (Audi 
2006; Broome 2013; Davidson 1963; Gauthier 1963; Pollock 1995; Searle 
2001)—even if work on collective intentions and actions is ever-more prom-
inent (Bratman 2014; Gilbert 1990; Searle 2010; Tuomela 2013). Accord-
ingly, the mainstream philosophical discussion over how to conclude PR 
revolves around the issue of the nature of the propositional attitude, or 
intentional state, which properly concludes PR. The conclusion is a result 
of reasoning from other states (premises) such as desires/intentions and 
beliefs (Figure 1).  
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The basic scheme of practical reasoning 
 

According to Searle, there is “a bewildering variety” of accounts of the 
elements of PR: they can be “desires, intentions, fiats, imperatives, norms, 
noemata, actions” (Searle 2001, 242)—and many of these can feature as 

CONCLUSION: 
Intention to take means m. 

I should do m.

PREMISE 1: 
Desire/Intention 
to achieve goal G. 

I want G. 
 

PREMISE 2: 
Belief 

Means m gets me to G. 
I believe m leads to G. 
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PR’s conclusions.2 From the weakest to the strongest conclusion, one can 
recognise the following continuum:   

disposition to act (pro-attitude, secondary desire, practical judgment) 
decision to act (prior intention) 
intention to act (intention-in-action) 
action itself  

The crucial difference of opinion exists between those who think action itself 
is the proper conclusion of PR (Aristotle, Nicomachean Ethics; Searle 2001, 
136) and those who think this is plain wrong, for reasoning is limited to 
propositional entities and cannot extend beyond them—therefore an inten-
tion to act is as far as we can get (Gauthier 1963; Broome 2013). 
 Clearly, we are dealing here with a single reasoning agent pondering 
over the right course of action for her to take. This would be perfectly fine 
if the extrapolation from the simplest unit of individual reasoning to various 
forms of collective reasoning was warranted. But it seems it is not. Accord-
ing to Hitchcock (2002), an individualistic approach is at risk of producing 
a “solipsistic, egoistic and unsocial” understanding of PR. Referring to Pol-
lock’s (1995) account of PR where the basic scheme of Beliefs, Desires and 
Intentions is supplemented by a reasoning agent’s Likings, Hitchcock de-
scribes it as solipsistic, since “there is no provision for verbal input from, or 
verbal output to, other autonomous rational agents, still less for back-and-
forth discussion, whether argumentative or non-argumentative” (Hitchcock 
2002, 254). Further, “it is egoistic, in that the function of the entire system 
is to make the world more to the liking of that system itself” (2002, 254). 
As a result, “nothing […] permits rational criticism” (2002, 255) of an agent’s 
hierarchy of desires and likings. Finally, the “model is unsocial, in that his 
[Pollock’s] rational agent does not (and cannot) belong to any groups of 
autonomous rational agents with governance structures for making deci-
sions about the actions of the group” (2002, 255). As Hitchcock concludes, 

                                                 
2  Searle is clearly echoing Davidson’s classic account where the pro-attitudes con-
stitutive of PR include “desires, wantings, urges, promptings, and a great variety of 
moral views, aesthetic principles, economic prejudices, social conventions, and public 
and private goals and values in so far as these can be interpreted as attitudes of an 
agent directed toward actions of a certain kind.” (Davidson 1963, 686).  



424 Marcin Lewiński 

Organon F 28 (2) 2021: 420–457 

“[a] comprehensive theory of good practical reasoning would have to remedy 
all three of these lacks” (2002, 255). 

2.2. The speech act of advice 

 Of special importance in grasping the nature of the conclusion of PR is 
Gauthier’s early work on various forms of representing the conclusion of 
PR, namely: practical judgement, in practical discourse. Focussing on prac-
tical discourse, and not merely practical inference, is crucial: “For it is in 
discourse that people actually make practical judgements, and support or 
criticize them” (Gauthier 1963, 50). As such, “[a]n examination of practical 
discourse may be expected to make clear the actual criteria used in apprais-
ing practical arguments, and hence in establishing practical judgements” 
(Gauthier 1963, 50). Practical discourse (practical argumentation, deliber-
ative practices) is thus not only a display mechanism for inner practical 
reasoning but also an important entry point into the elements and stand-
ards of practical reasoning (Lewiński 2017).3 
 Gauthier’s central idea is fairly straightforward: 

The basic practical conversation may be formulated simply: 
‘What shall I do?’ ‘Do x!’ The response is most naturally put in 
the imperative mood, although it need not be; one might say, ‘I 
advise you to do x’, or ‘Why not do x?’, or ‘You should do x’. […] 
 Grammatically, the imperative mood is restricted in person 
to the second, and the first plural, and in tense to the present. 
These restrictions are of considerable importance in determining 
the relationship between imperatives and practical judgements, 
which are expressed in the indicative mood, and hence in any 
person and any tense. (Gauthier 1963, 50-51). 

                                                 
3  Following Witek’s (2021) terminology, practical reasoning/inference would have 
the “thinking-to-speaking direction of influence,” while practical argumentation/dis-
course the “speaking-to-thinking direction of influence.” However, Mercier and Sper-
ber’s (2011) idea that reasoning is for argumentation puts into question the very 
idea of purely discourse-independent reasons with a uniquely one-way, thinking-to-
speaking direction of influence. 
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 Based on this, Gauthier proposes to study five broad classes of impera-
tives: i) commands, orders, directions; ii) instructions and directions (sic!); 
iii) advice, recommendations; iv) urges, exhortations; v) requests.4 While all 
these classes can be grammatically represented via the basic imperative 
phrase (“Do x!”), they are obviously distinct. According to Gauthier, the par-
adigmatic form is advice—contrary to the other imperatives of practical dis-
course, the very function of advice among men is “to assist their fellows with 
their practical problems” (Gauthier 1963, 77): “Advice is characteristically 
sought as a result of practical concern. Confronted with a practical problem, 
a man may not only make a personal judgement of what he should do, but 
may also ask for the judgements of others” (Gauthier 1963, 53).5 The bulk of 
Gauthier’s work is thus dedicated to analysing the conditions for successful 
advice and the intricate differentia specifica of advice in the broader genus of 
imperatives, esp. instructions, recommendations, hortations, commands and 
“moral counsel” (Gauthier 1963, esp. Chs. 4, 5, 10). In particular: 

In giving advice, and in determining what advice to give, the 
adviser is expected to reason from the advisee’s practical basis. 
In advising, we treat someone else’s problem from his point of 
view. In recommending, we consider whether our experience is 
relevant to recommendee’s problem, regarded from his stand-
point. Thus, in arguing from the situation in which advisee finds 
himself to a conclusion about what he should do, the adviser must 
take, as premisses with practical force, those which he believes to 
be held by advisee. (Gauthier 1963, 54-55)6 

                                                 
4  See (Condoravdi and Lauer 2012) and (Portner 2018) for recent categorisations 
of imperatives which, while in many aspects similar, do not refer to Gauthier’s work.  
5  This idea has clearly Aristotelian provenance: “We call in others to aid us in 
deliberation on important questions, distrusting ourselves as not being equal to de-
ciding” (Nicomachean Ethics, 1112b11). 
6  Furthermore: “Directly hortatory terms, such as ‘urge’ and ‘exhort’, do not entail 
the commitment to concern with the problems of the person addressed that terms 
of advice imply. To urge someone to do something is to seek to move him to do it 
by open verbal means” (Gauthier 1963, 59); “Imperatives of advice concern practical 
problems of advisee. Imperatives of command do not. If you are authorized to 
command me to carry out certain actions, then it is inappropriate for me to consider 
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 Two important comments are immediately necessary here. First, 
Gauthier does not use any of the conceptual vocabulary of speech acts—
illocutionary forces, felicity conditions, etc. This is natural, given the timing 
of his work. Similarities are, of course, striking: Gauthier clearly analyses 
various directive speech acts (see Searle, 1975). He also specifically thanks 
his original supervisor at Oxford—“the late Professor J. L. Austin”—for 
illuminating discussions on the concept of advice. However, despite most 
precious insights into the nature of speech acts used in practical discourse, 
the lack of this specific conceptual framework is a serious limitation.7 
 Second, and perhaps an intellectually graver limitation, is Gauthier’s 
understanding of practical reasoning as restricted to two basic forms: pru-
dential and moral reasoning. Prudential problems, deriving from the prac-
tical base of an agent’s individual wants and desires, “are essentially pri-
vate, personal, not affecting others” (Gauthier 1963, 149). By contrast, 
“moral problems are not and cannot be purely personal, since they involve 
situations in which the interests of others are affected” (Gauthier 1963, 
149). Using Hitchcock’s terms adduced above, prudential discourse is thus 
not solipsistic (it is discourse, after all), but it is still egoistic and unsocial. 
Indeed, the speech acts mentioned above pertain to prudential discourse, 
and they are essentially private transactions between one reasoning agent 
(esp., advisee) and another reasoning agent (advisor), meant to solve the 
private practical problem of the former. In this context, advice is under-
standably the most central speech act. In the context of moral discourse, 
however, “advice” morphs into “moral counsel” by virtue of extending the 
content of the premisses of PR, namely, by including wants and interests 
of others beyond the advisee: “The schema which served for prudential 
practical reasoning is then adapted to the general case by substituting the 
extended basis, and the class of premisses with practical force derivable 
from it” (Gauthier 1963, 86). In this way, moral discourse would addition-
ally not be egoistic, since “all wants of all persons are to be included in the 

                                                 
whether I shall benefit from the actions, or even whether to perform the actions. If 
you are entitled to command, I am obliged to obey. The responsibility for the per-
formance of the actions is assumed by the commander.” (Gauthier 1963, 61). 
7  For a recent account of advising, building on Searle’s (1969, 1975) formulation 
of the felicity conditions of the speech act of advising, see (van Poppel 2019).  
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basis of [moral] practical reasoning of any agent” (Gauthier 1963, 86, em-
phasis in original). 
 However, both forms of PR studied by Gauthier remain largely unsocial. 
There is no room for joint, collective action and collective reasoning that is 
not immediately moral. Taking a walk with a friend, jointly fixing a car, or 
carrying a table together, are all practical problems that typically require 
practical reasoning and do affect others, yet do not call for moral counsel. 
Gauthier has very little to say about how we coordinate and resolve such 
issues in practical discourse. As a result, despite his undeniably relevant 
insights, some element is still missing.  

2.3. The speech act of proposal 

 A good starting point towards investigating this missing element is to 
argue PR is a social—or, in principle, socializable—activity. This argument 
has quite some tradition in philosophy, as it characteristically connects PR 
to an argumentative activity of deliberation, a link stressed since Aristotle 
(EN).8 One main consequence of it is a shift of focus away from the internal 
propositional attitude of intention to some externalised and collective 
speech act, notably, that of proposal.9 Accordingly, the analyses of pro-
posals have attracted some attention—especially in argumentation theory 

                                                 
8  See (Lewiński 2017; 2019), (Corredor 2020), (Dascal 2005), (Green 2017), and 
(Walton 2006; 2007). While some authors claim that this connection is a sign that 
“Aristotle has confused the psychological process by which a person comes to resolve 
a practical problem with the logical argument in which the steps leading to the 
resolution are formally set out” (Gauthier 1963, 26; cf. Chang, 2016), others argue 
this might have been a deliberate choice in Aristotle’s conception, where the process 
of deliberation is constitutive of practical reason, and thus in-principle social and 
open to the back-and-forth of argumentation (Lewiński 2017; 2019; Dascal 2005).  
9  Notice, though, that Broome, somewhat inconsistently, also speaks of speech acts 
which the reasoner performs to herself: “the speech-act you perform is the act of 
expressing an attitude of yours” (Broome 2013, 253). While expressing (propositional) 
attitudes, such as beliefs, desires and intentions, is one key job speech acts do (Green 
2009; Witek 2021), they are communicative, rather than purely mental, acts which 
therefore always involve at least two parties, the speaker and the hearer, as well as the 
complex social commitments between them and larger groups (Lewiński 2021).  
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(Aakhus 2006; Corredor 2020; Ihnen Jory 2015; Kauffeld 1998; Walton 
2006). Crucially, proposals shift the agent of the conclusion of PR from an 
individual “I” or “you” to plural “we”: “so I should do m” or “so you should 
do m” is reformulated to “so let us do m”.10 While Gauthier was clearly 
aware of the fact that “the imperative mood is restricted in person to the 
second, and the first plural” (Gauthier 1963, 51), he focussed exclusively on 
the former, while having nothing to say of the latter, performed character-
istically via the “let us…” construction.  
 Aakhus (2006) analyses proposals in deliberation as speech acts located 
between Searle’s (1969; 1975) commissives (such as promises) and directives 
(such as requests) (see Table 1). Commissives are about future acts of the 
speaker who, in performing the speech act, commits her/himself to this act 
(“I will clean the room tomorrow”). Directives are about future acts of the 
hearer, whom the speaker wants to get to do something (“Clean the room 
tomorrow, will you?!”). Proposals concern future acts of both the speaker 
and the hearer, and their illocutionary point is “to enlist H[earer] in mutu-
ally bringing about [act] A” (Aakhus 2006, 406). They would thus be typi-
cally expressed by constructions such as “Let’s (clean the room tomorrow)!” 
or “How about we (clean the room tomorrow)?”  
 According to Aakhus, “[w]hen proposing, a speaker puts forward a future 
act that requires a joint performance by the speaker and hearer” (Aakhus 
2006, 405) and, additionally, “the speaker frames the proposed actions as 
mutually beneficial” (Aakhus 2006, 404). In this way, proposing is a speech 
act through which the conclusion of PR is put forward for consideration in 
the argumentative activity of deliberation: “A proposer (P) puts forward the 
proposal in part to get agreement but also to test for doubts and objections 
[…] that may in turn help P design a more acceptable proposal” (Aakhus 
2006, 406). Therefore, proposing belongs to the kind of illocutionary acts in 
which “speakers necessarily or typically incur probative burdens,” that is, “a 
speaker cannot, other things being equal, responsibly dismiss an addressee’s 
demands for proof” (Kauffeld 1998, 247).11 What follows is that felicitous 

                                                 
10  In Walton’s formulation, the conclusion of PR in “multi-agent deliberation” is a 
“practical ought-statement” (Walton 2006, 204): We ought to do it.  
11  This condition is often, e.g. in (Pagin 2016), (Watson 2004), and (Williamson 
1996), seen as a distinguishing characteristic of assertions—but it does not seem 
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proposals concern actions which are: 1) communicated and open for discus-
sion, thus surely not solipsistic; 2) mutually beneficial rather than purely 
egoistic; 3) jointly performed, and therefore social. In this way, the analysis 
of proposals addresses all three concerns regarding individualistic approaches 
to PR identified by Hitchcock (see Sec. 2.1). However, as I will argue below—
even if a paradigmatic case—proposal is only one of the possible speech acts 
which can convey the conclusions of PR.  

Table 1: Felicity conditions for requesting, promising and proposing  
(Aakhus 2006, 406) 

                                                 
right. Quite the opposite, each speech act can be challenged and its felicity conditions 
tested, whereby some kind of “proof” by the original speaker must be provided. This 
proof would typically relate to its sincerity and preparatory conditions. This applies 
even to expressives: “Ouch!”—“No, this cannot really hurt, don’t exaggerate.” See 
also below, Section 2.5.  

Act Request 
(Searle, 1969) 

Propose Promise 
(Searle, 1969) 

Propositional 
Content 

Future act A of H. Future act A of H + S. Future act A of S. 

Preparatory 
Condition 

H is able to do A. 
S believes H is able to 
do A. 
It is not obvious to 
both S and H that H 
will do A in the nor-
mal course of events of 
his own accord. 

H and S are able to 
contribute to the ac-
complishment of A. 
It is not obvious to 
both S and H that ei-
ther S or H can do A 
of their own accord in 
the normal course of 
events. 
That A will leave nei-
ther S nor H worse off 
than not doing A. 

S is able to do A. 
S believes S is able to 
do A. 
It is not obvious to 
both S and H that S 
will do A in the nor-
mal course of events of 
his own accord. 

Sincerity 
Condition 

S wants H to do A. S believes A will mutu-
ally benefit H and S or 
that if it benefits S it 
will leave H no worse 
off. 

S intends that in utter-
ing to do A he is under 
the obligation to do A. 

Essential 
Condition 

Counts as an attempt 
to get H to do A. 

Counts as an attempt 
to enlist H in mutually 
bringing about A. 

Counts as an attempt 
to commit S to do A. 
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2.4. Proviso: Any speech act can conclude PR 

 All speech acts, including assertive speech acts, are, well, acts. They are 
intentionally performed human acts, based on some kind of linguistic, cul-
tural and societal conventions.12 As such, while they may be performed 
without profound deliberation—think of common expressives such as 
“Ouch!” or “Sorry!”—speech acts typically result from some prior judgment. 
That is, we need to practically reason, inside of us, to perform this and no 
other speech act in this very situation. In any communicative activity, we 
thus constantly conclude our internal deliberations with a conclusion “I 
should say X now” or “I should perform speech act of the kind Y (apologise, 
deny, object to, approve).” In this respect, there is similar PR behind com-
missive speech acts such as “So I shall catch the 2:30 train to London” and 
assertions such as “So the cat is on the mat.” In Searle’s words: 

There is thus a sense in which all reasoning is practical, because 
it all issues in doing something. In the case of theoretical reason, 
the doing is typically a matter of accepting a conclusion or hy-
pothesis on the basis of argument or evidence. Theoretical reason 
is, thus, a special case of practical reason. (Searle 2001, 90-91)  

 Yet this sense is indeed special and perhaps trivial: speech acts are our 
intentional contributions to communicative activities and are all, in this 
sense, direct executions of some inner practical inference regarding our com-
municative involvement (roughly, our communicative plan).  
 Importantly, this practical communicative reasoning can be either a 
matter of descriptive psychology or of normative reconstruction. In descrip-
tive studies, the behind-the-scenes working of practical inference in specifi-
cally argumentative communicative activities has been well documented by 
Hample (2005), Mercier and Sperber (2011), Paglieri (2013), and others. In 
general, forms of instrumental or strategic PR, characterised by a cost-
benefit analysis of what and how efficiently one can achieve with a given 
argumentative contribution, have been identified. Arguers decide to per-
form and edit their arguments based on considerations such as chance of 

                                                 
12  See (Austin 1975), (Strawson 1964), and (Searle 1969); for a recent overview, see 
(Harris et al. 2018). 
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success, identity and relation management, negative and positive politeness, 
situational appropriateness, as well as truth and relevance of their argu-
ments.13 While these results have not been cast in the language of PR about 
what to do, they clearly can be.  
 But the PR behind the performance of a given speech can also be un-
derstood in terms of normative reconstruction that can be paraphrased as: 
“a speaker who performs the act of ϕ-ing is to be ready to rationalize her 
speech act and reconstruct a practical reasoning whose conclusion would be 
So I should have ϕ-ed.” This reconstruction would thus reveal the structure 
of reasons motivating a speaker’s performance of this, and no other, speech 
act. As such, it would always be an explanatory reconstruction having the 
structure of PR. This should not be confused with the possible reconstruc-
tion of the reasons justifying my performance of a given speech act. Theo-
retical reasons need justification “on the basis of argument or evidence” 
(Searle 2001, 91) and are concluded via any of the speech acts belonging to 
“the ‘assertive’ family”: from mere guesses, to justified presumptions and 
conjectures, to strong assertions grounded in knowledge (Green 2009). Prac-
tical reasons, by contrast, need justification grounded in values, desires, 
preferences, and a comparative assessment of means, and are concluded via 
any of the action-inducing speech acts described below in Section 5.  
 Take a simple example: I have knowledge of the contextually required 
standard of a certain finding F. I am thus justified in issuing a straightforward 
assertion F. However, given this finding directly challenges results of a revered 
professor and my close colleague X, I decide to put forth my finding with the 
illocutionary force of a conjecture. I thus downgrade my assertive speech act 
for reasons of mutual respect and amicable cooperation. My conjecture is thus 
theoretically justified, and excessively so, by the evidence I have in hand, and 
practically motivated by concern for values my community (allegedly) holds 
dear. All this is different from performing specific speech acts as conclusions 
directly justified by PR: an issue this study focusses on.  
 To conclude, there is some practical inference, even if largely uncon-
scious, behind performance of any speech act, including assertives and all 
argumentative speech acts. The reconstructible practical inference leading 

                                                 
13  For a discussion, see Chapter 4 of (Hample 2005). 
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to the use of speech on a given occasion is, however, quite different from 
performing speech acts presented as conclusions of one’s deliberate practical 
reasoning. Concluding that “Aristotle could well have written Rhetoric all 
by himself” requires very different supporting arguments than the conclu-
sion “let’s employ Aristotle.”14 

2.5. Counter-Proviso: Only assertives conclude our reasoning,  
whether theoretical or practical 

 Let’s consider the following example, due to van Eemeren and Grooten-
dorst (1984, 97-98).  

 Let’s take an umbrella, or do you want to get wet? 

It doesn’t take much imagination, nor work, to reconstruct this utterance 
as a commonly experienced instance of PR. The speaker starts with a con-
clusion—“Let’s take an umbrella”—that expresses an intention to act in a 
specific way. This conclusion is grounded in the desire—here explicitly ex-
pressed via a rhetorical question—that “we don’t want to get wet.” Unex-
pressed is the (obvious, hence the enthymematic form) belief that in a 20th-
century Western society one good (perhaps the best, or at least satisfactory) 
way of not getting wet while going out is using an umbrella. Further, the 
conclusion here is clearly a speech act of proposal, just as defined above, 
involving a joint action and matching desires of both speaker and hearer 
(walking together in the rain, staying dry under the umbrella).15 
 Van Eemeren and Grootendorst (1984, 98), however, see this sort of 
interpretation as “erroneous,” at least within their framework of speech acts 
in specifically argumentative discussions:  

The utterance ‘Let’s take an umbrella’ should not be seen as the 
expressed opinion at the centre of the dispute that the speaker is 
trying to resolve with the aid of the utterance ‘or do you want to 
get wet?’ Rather it is a statement indicating that the speaker 
recognizes the possibility of a dispute arising about his proposal. 

                                                 
14  I am indebted to Maciej Witek for discussion in this section.  
15  See (Gilbert 1990) for a classic account of this minimal kind of collective activity 
of walking together. 
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This dispute might then be centred on the question of whether 
the proposal was a good one. The expressed opinion on which this 
particular dispute is centred is not formulated explicitly, but that 
is always possible. For example, the speaker might say: ‘It is ad-
visable to take an umbrella.’ This statement is an elementary 
illocutionary act of the assertive type. 
 In fully externalized discussions the expressed opinions and 
the argumentation must always in our view consist of elementary 
illocutions belonging to the class of the assertives. Expressed 
opinions and argumentations consisting superficially of illocutions 
of some other type must first be analysed in such a way that it 
is clear exactly what assertives are involved. If these expressed 
opinions and argumentations could not be construed as assertives 
a resolution of the dispute would be impossible, since it is only 
possible to resolve disputes thanks to the specific committedness 
associated with the performcance of assertives. (van Eemeren and 
Grootendorst 1984, 98, italics in original) 

 To understand their misgivings here, we need to grasp “the specific com-
mittedness” of assertives. According to van Eemeren and Grootendorst, “the 
illocutionary point of the members of the class of assertives [is] to commit 
the speaker (to a greater or lesser degree) to the acceptability or unaccept-
ability of the expressed proposition” (van Eemeren and Grootendorst 1984, 
97, italics in original). Further, this “specific committedness” results in the 
“obligation to defend” the acceptability of a speech act, which they consider 
“to be a general feature of assertives, distinguishing them as a class from 
other illocutionary acts” (van Eemeren and Grootendorst 1984, 96).16 
 As already mentioned, these claims are made in their task of developing 
a speech act-based theory of idealised argumentative discussions. What is 
at stake in such discussions is defensibility of a standpoint (+, -, ø; this is 
a conversational equivalent of a conclusion) in respect of an expressed opin-
ion (O). Symbolically, 

 +/(O(p)) 

                                                 
16  See also (Green 2009), (Houtlosser 1998), (Pagin 2016), (Watson 2004), and 
(Williamson 1996). 
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reads: my standpoint in respect of O is that O is the case (see van Eemeren 
and Grootendorst (1984, 114; ‘-’ would mean “isn’t the case”, and ‘ø’ “I 
have no standpoint on the issue”). More precisely, we should add: my stand-
point in respect of O is that O is an acceptable assertive with respect to its 
propositional content p. As we could see, this extends to other classes of 
speech acts, so for example, 

 +/(O(P(p))) 

would read: my standpoint in respect of the expressed opinion O that the 
proposal P to take an umbrella (p) is good, is that O is an acceptable as-
sertive with respect to the Proposal’s being good.  
 Three arguments can be lodged against this, otherwise interesting, recon-
struction of the conclusions of PR. First, each and every speech act would, at 
least for the purposes of argumentation analysis, be, eventually, an assertive.17 
A reduction of all speech acts to assertives is arguably not the claim van 
Eemeren and Grootendorst propound. Instead, they seem to defend a weaker 
claim that when we conclude an argument by making an utterance that in a 
non-argumentative context would be naturally taken to constitute the per-
formance of a non-assertoric act only, the actual function of the utterance is 
that of making an assertion about the non-assertoric illocution in question. 
But even this weaker claim undermines the “central insight” of speech act 
theory, namely, that “language is a medium for many kinds of action, but its 
superficial uniformity tends to mask this fact” (Harris et al. 2018, 1). Indeed, 
van Eemeren and Grootendorst’s definition of assertives seems to point to a 
very “general committedness” of speech acts, rather than “specific commit-
tedness” of assertives: all speech acts have satisfaction conditions (truth con-

                                                 
17  This should not be confused with Bach’s (1975) argument that “performatives 
are statements too” (note the “too”), on the ground that performative utterances 
self-referentially state their illocutionary force and the vehicle for that force, the very 
performative utterance itself. This can be made explicit by adding an assertoric for-
mula such as: ‘[In uttering this sentence,] I order you to leave’ (Bach 1975, 234). As 
such, speech acts other than assertives “comprise two simultaneous illocutionary 
acts” (Bach 1975, 229); for further discussion, see also (Searle 1989), (Bach and 
Harnish 1992), and (Reimer 1995). 
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ditions, fulfilment conditions, “answerhood” conditions) and as such all obli-
gate the speaker to defend these conditions when challenged, thus justifying 
the speech act’s acceptability. Second, their approach is prone to infinite re-
gress: I Propose p, and my expressed Opinion is that P is a good proposal, 
and my Standpoint is that my O is acceptable and… why not: Claim that my 
Standpoint is correct, and then Endorse the Claim, and Assert the Endorse-
ment as true, etc.? Third, any “assertorification” of directive and commissive 
speech acts—proposals, recommendations, (moral) imperatives, pieces of ad-
vice—following the ‘It is advisable to take an umbrella’ gloss would need to 
seriously tackle the issue of moral descriptivism / realism. “It is true that ‘it 
is not good to kill people’” as a gloss of “Thou shalt not kill” carries a heavy 
burden of proof that a simple statement that “ethical, aesthetic or other nor-
mative statements” (van Eemeren and Grootendorst 1984, 96) can be treated 
much in the same way does not quite carry. 
 Shortly, the idea that PR (just as any other form of linguistically ex-
pressed reasoning) always concludes in some kind of assertive is not exactly 
defensible. It is also rather cumbersome, and not very speech-acty (see also 
Jacobs 1989). There is, however, an important intuition in van Eemeren and 
Grootendorst’s interpretation of proposals: they should be defensible as “good” 
proposals. This, I argue in the next section, is an inherent feature of PR.  

3. Detailed scheme of practical argumentation 

 Before examining the various forms of conclusion of PR—which, when 
publicly performed, can better be called practical argumentation (henceforth: 
PA)—it seems necessary to understand what PA in general consists of.18 The 
scheme of PA presented in Figure 2 stems from a rich literature on practical 
argument in philosophy, Artificial Intelligence, and argumentation theory 
(Audi 2006; Broome 2013; Davidson 1963; Gauthier 1963; Pollock 1995; 
Searle 2001; Walton 2006; 2007; see Lewiński 2015; 2017 for a more detailed 

                                                 
18 The publicity element is more than a mere mode of presentation. Publicity of 
practical arguments invokes socially and institutionally recognizable commitments 
and, as such, can generate “desire-independent reasons for action” and forms of col-
lective, rather than only individual, intentionality (Searle 2001; 2010).  
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discussion). In particular, it is derived from a useful representation of PA by 
Fairclough and Fairclough (2012). While referring to their work for an anal-
ysis of all the premises constituting the scheme (Circumstances, Goal, Val-
ues), I will briefly mention five basic advantages of the scheme, focussing 
further on the last one: the speech acts which can conclude PA. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: The scheme of Practical Argumentation 
Derived from: Fairclough and Fairclough (2012) 

Possible, contextually-determined decision criteria: 
direct or indirect costs and benefits (negative and  

beneficial consequences / side effects) ⦁ 
opportunity costs ⦁ 

(PROPOSAL, PROMISE, ADVICE: e.g., LET’S DO M!) 
 

A future state of 
affairs in which our 
actual concerns or 
value commitments 

are realized. 

Context of action com-
posed of: natural facts, 
social and institutional 

facts, e.g. value commit-
ments (duties, promises). 

Action M is the right 
means to take us from C 

to G: 
There are no better reasons 
for proposing other actions. 

We are actually 
concerned with the 
realization of V, or 

we ought to be 
concerned with the 

realization of V  
(V designates our 
actual concerns or 
our value commit-

ments). 

 is : better 
than any other 

actually or poten-
tially proposed 

action {M,…, Z}.  

 is  
 

 is  
 

It’s most in accordance 
with a hierarchy of values 
and other criteria appli-

cable in the given context 
of action.  

 

M meets 
the thresh-
old set: it’s 

good 
enough 

 

There Is 
No Alter-

native 
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practical feasibility ⦁ 
ethical, moral, or legal implications ⦁ 

likelihood of realization or of success ⦁ 
conformance with other goals or strategies, their timing, duration, or location ⦁ 

Derived from (McBurney et al. 2007, 99) 

 First, the scheme shapes the framework of relevance for (multi-party) 
deliberation. Typically, different parties argue for the contextual betterness 
of their proposals for action {M, N, O… Z} (see the “M is Best” box). Their 
deliberation develops then as an argumentative polylogue (Lewiński and 
Aakhus 2014; Lewiński 2017; 2021) along the lines of possible disagreements 
over the various elements of the structure (basic premises, inference rules 
and contextual criteria).  
 Second, the scheme distinguishes between context-independent and con-
text-dependent elements of PA. Its basic general structure (as per Fair-
clough and Fairclough: all the white boxes in Figure 2) remains constant, 
while contextual criteria for choosing “the right means” (below the diagram) 
fluctuate.  
 Third, the scheme clarifies the notion of the means-goal premise. This 
premise is grounded in one of the three basic inference licences warranting 
the choice of “the right means” taking us from the current (unwelcome) 
Circumstances to the (desired) Goals. We can thus warrant our conclusions 
by issuing a comparative claim (Chang 2016) that either the means are 
necessary, or that they are satisfactory (good enough), or that they are the 
best among all the possible alternatives.19   
 Fourth, it provides a new account of how to criticise and evaluate PA. 
It clearly demarcates the attacks on the main premises (Circumstances, 
Goals, Values, Means-Goals), from those concerning context-dependent de-
cision criteria, and from criticisms of the inference licences related to the 
type of inferential step made (necessary, satisfactory, or the best means) 
(see Lewiński 2017 for further discussion).  
 Fifth, the scheme defines its conclusion in terms of a class of action-
inducing speech acts, thus pointing to a “unity in diversity” of what we can 
argue for in PA.   

                                                 
19  For a detailed analysis, see (Lewiński 2015) and (Lewiński 2017).  
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 I will now apply this scheme to the analysis of an actual case of complex 
practical argumentation and then discuss in detail the last point.  

4. Case study: Keep it in the ground! 

 On the 16th of March 2015, the British newspaper The Guardian 
launched a media campaign to divest (dis-invest) from fossil fuels such as 
coal, oil and gas. The campaign was entitled “Keep it in the ground” and 
included, at its start, a very short petition, a “note from Alan Rusbridger, 
[The Guardian’s then] editor-in-chief”, a “full story” in which Rusbridger 
presents an elaborate argument for the petition, as well as other multi-
media materials (videos, frequently asked questions, interviews, reportage) 
related to the dangers of our massive continuing reliance on fossil fuels.20 
These texts, while originating in the same source, contain various examples 
of illocutionary acts concluding practical argument. 
 Let me start with a little note on the very slogan of the campaign: “Keep 
it in the ground.” As an utterance in an imperative mood, it seems to be 
addressed to others as a directive speech act explicitly identified as (a part 
of) “petition” (a formal request? Appeal? Plea?). However, given the nature 
of such campaigns, and the immediate contextual and co-textual infor-
mation (see below), it can also be understood as elided “(We should) keep 
it in the ground” or, even better, “(Let us) keep it in the ground”—by 
analogy with “(Let’s) give peace a chance” and other such slogans. Here, 
the addressee—the agent of PA—is the first plural, inclusive we.  
 In what follows, I focus on Rusbridger’s “full story” entitled: “The ar-
gument for divesting from fossil fuels is becoming overwhelming.”21 This 
“story” or “argument”—in fact, a well-structured complex argument—is 
introduced with the following lead:  

                                                 
20  See http://www.theguardian.com/environment/ng-interactive/2015/mar/16/keep-
it-in-the-ground-guardian-climate-change-campaign, last consulted on the 6th of 
January 2021.  
21  See https://www.theguardian.com/environment/2015/mar/16/argument-dives-
ting-fossil-fuels-overwhelming-climate-change, last consulted on the 6th of January 
2021. All following quotations are from this source. 

http://www.theguardian.com/environment/ng-interactive/2015/mar/16/keep-it-in-the-ground-guardian-climate-change-campaign
http://www.theguardian.com/environment/ng-interactive/2015/mar/16/keep-it-in-the-ground-guardian-climate-change-campaign
https://www.theguardian.com/environment/2015/mar/16/argument-divesting-fossil-fuels-overwhelming-climate-change
https://www.theguardian.com/environment/2015/mar/16/argument-divesting-fossil-fuels-overwhelming-climate-change
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As progressive institutions, the Gates Foundation and Wellcome 
Trust should commit to taking their money out of the companies 
that are driving global warming, says the Guardian’s editor-in-
chief as he launches our climate campaign.  

As is appropriate for a journalistic article, it starts with a conclusion. Here, 
it is clearly a conclusion of a PA—that some agents (the Gates Foundation 
and Wellcome Trust) “should” undertake certain actions (“should commit 
to taking their money out of the companies that are driving global warm-
ing”).   
 According to Rusbridger, “[t]here are two arguments in favour of moving 
money out of the biggest and most aggressive fossil fuel companies—one 
moral, the other financial.” In saying this, he explicitly refers to two basic 
types of PR recognised in philosophy: on the one-hand, moral or value-based 
reasoning, and on the other hand, instrumental, prudential, strategic or 
means-end reasoning.22 The moral argument is analogous to “the push to 
pull money out of tobacco, arms, apartheid South Africa—or even slavery.” 
Investing big money in the fossil fuel business, even if profitable, is per se 
a bad thing to do—just like making money from arms or slave trade is. The 
chief value in the fossil fuel argument is intergenerational justice, that is, 
“concern for future generations”: through our current recklessness, we are 
burdening the future generations with all the negative consequences of cli-
mate change (see Campos 2018). The Guardian’s financial (or “pragmatic”) 
argument is, interestingly, much more profoundly argued for, likely with 
the view towards the target agents of change, financial managers. This ar-
gument is best summarised in a quote from the Bank of England’s deputy 
head of supervision for banks and insurance companies, Paul Fisher: “As 
the world increasingly limits carbon emissions, and moves to alternative 
energy sources, investments in fossil fuels—a growing financial market in 
recent decades—may take a huge hit.” That is to say, those who do not 
care about the moral implications of climate change per se, or even do not 
believe in it at all, might be driven out of further investment by prudential 
risk-assessment. 

                                                 
22  See (Gauthier 1963), (Fairclough and Fairclough 2012), and (Walton 2007). 
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 The “Keep it in the ground” campaign—as is appropriate for any other 
campaign—has a precise target: managers of endowments, investment and 
pension funds and, very specifically, the Gates Foundation and Wellcome 
Trust. It is clear in the text, though, that the problems of climate change 
policies and energy models based on fossil fuels have a number of other 
relevant stakeholders (see Rodrigues, Lewiński, and Üzelgün 2019). All of 
them can potentially be the target of the campaign, the addressees of its 
arguments and, eventually, the agents of the conclusion of the argument. 
Rusbridger mentions that at first The Guardian thought of addressing “gov-
ernments” and “politicians” in general (“MPs, presidents, prime ministers 
and members of congress”)—but political action on climate change has 
proven far from satisfying: “the people who represent us around the UN 
negotiating tables have moved inches, not miles.” That’s why they decided 
to address the above-mentioned big institutional investors instead. Another 
stakeholder in the “story” are the scientists, here endowed with authority 
and treated with reverence: “If only science were enough […] finance will 
eventually have to surrender to physics […] the physics is unarguable.” Of 
course, the general public is another crucial stakeholder—here, it is divided 
into present and future generations, with the responsibilities laid on those 
who can decide and act now. Finally, there are the fossil-fuel companies’ 
directors, who—by the logic of global capitalistic economy—are compelled 
to “behaviour that is overwhelmingly driven by short-term returns.” 
 We can pretty straightforwardly reconstruct the complex structure of 
PA from Rusbridger’s argument which, in this case, is remarkably explicit.23 
The current Circumstance is that of a climate change crisis caused by the 
overreliance on fossil fuels. This premise is briefly stated in the very first 
sentence of the piece: “The world has much more coal, oil and gas in the 
ground than it can safely burn.” To address, or at least attenuate, this crisis 
we need to strive for a concrete Goal: “80% of the known coal reserves will 
have to stay underground, along with half the gas and a third of the oil 

                                                 
23  As correctly noted by one of the anonymous reviewers, many public arguments 
have implicit premises to reconstruct—a major challenge for argumentation analy-
sis—while “some instances of practical reasoning in the public sphere have explicit 
premises and implicit conclusions (the encouragement for an action is conversationally 
or conventionally implied).” This complication does not directly affect this very case. 
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reserves.” Attaining this goal is necessary “if we and our children are to 
have a reasonable chance of living stable and secure lives 30 or so years 
from now.” In general, the main Values and duties underlying the entire 
argument are “concern for future generations,” “the protection of the pub-
lic,” “human health and science.” But which means can be conducive to 
reaching this Goal and embodying the Values? As already mentioned, in 
The Guardian’s view the best action to take (“the best” Means-Goal prem-
ise) is to directly call to divest from major fossil fuel companies—rather 
than, for instance, “campaigning for a paragraph to be inserted into the 
negotiating text at the UN climate talks in Paris this December” (see 
Lewiński and Mohammed 2019). Appropriately for deliberations, different 
options are thus considered and one is chosen as the option.    
 Finally, let us look at the Conclusions of the argument. These are ex-
plicitly indicated with the “so” connective: 

So we ask that the Gates Foundation and Wellcome Trust com-
mit now to divesting from the top 200 fossil fuel companies within 
five years. And that they immediately freeze any new investment 
in the same companies. 

 This, however, is not the only conclusion of the text: “We will, of course, 
suggest that the Guardian Media Group does the same, and keeps you in-
formed about its own deliberations and decisions.” Finally, the readers are 
requested to act on the argument too: “Please sign, retweet and generally 
spread news about the petition.” 
 Shortly, we have here a rather motley assortment of conclusions, at least 
when compared to a typical first-person-singular conclusion of most PR, as 
examined in philosophy (“so I shall take the 2:30 train to London”). What 
can be done about it? 

5. Conclusions as speech acts 

 I have already argued that a speech act approach can bring about the 
required level of nuance to our understanding of the conclusions of PA. 
Indeed, Austin’s (1975) initial distinction between fact-relevant constatives 
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and action-relevant performatives can be understood against the back-
ground of the distinction between theoretical and practical uses of reason: 
we constate on the basis of our theoretical reasons and we perform of the 
basis of our practical reasons.24 Importantly, while the constative-performa-
tive distinction does not mirror differences between assertive and non-as-
sertive speech acts as later elaborated by Austin himself and many others, 
e.g., Urmson (1977), there is a sense in which the dichotomy between the-
oretical and practical reason permeates the two. “Assertion and its cousins,” 
such as conjectures, presumptions or guesses are all truth-relevant speech 
acts, whose norms require a psychological state of belief or at least ac-
ceptance, justified by evidence of an adequate sort.25 As briefly put by Stal-
naker, “[t]o accept a proposition is to treat it as true for some reason” (2002, 
716), and this reason is theoretical reason. Some of the non-assertive speech 
acts, by contrast, are justified by practical reason and performed as its 
conclusion.  
 Against this background, the central question of this paper can be for-
mulated as follows: Which speech acts “convey” or “express” the conclusion 
of practical reasoning (PR) externalised in a text, that is, of practical argu-
mentation (PA)?  
 As a preliminary, consider Searle’s claim that “to function in delibera-
tion a reason must be for a type of action, it must be for the agent, and it 
must be known to the agent” (Searle 2001, 99). PA, being public, takes care 
of the last condition all by itself: the reasons are openly presented so—as 
long as the “normal input and output conditions” for communication obtain 
(Searle 1969, 57)—they are known to the agent. What remains to be  

                                                 
24  As is well known, Austin in fact did not endorse this distinction: his work instead 
shows that he either abandoned it in favour of the analysis of the locutionary/il-
locutionary/perlocutionary acts or, as Sbisà (2007) argues, from the very beginning 
presented it rather as a premise of a reductio ad absurdum argument: assuming that 
the constative-performative dichotomy holds leads to absurd consequences (e.g., 
statements too function as performatives leaving the set of pure constatives empty), 
so it cannot be right.  
25  Strong for assertions, weak for guesses; for a discussion, see (Green 2009) and 
(Witek 2021). 
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analysed are the type of action and the type of agent that practical argu-
mentation is “for.” 
 For Fairclough and Fairclough (2012), the conclusion of PA has the 
form: “Claim for action: Agent (presumably) ought to do A.” In their dis-
cussion of this point (Fairclough and Fairclough 2012, 45-46), the Fair-
cloughs notice that the first-person-singular analyses of PR opportunisti-
cally conceal the fact that the arguer and the agent of action are not always 
the same. We can, and often do, argue practically with someone else’s action 
in the conclusion (“All things considered, the best thing to do now is for 
you to go and apologise”). Shortly, the philosophers’ agent-self (Searle 2001, 
99), can be a self different than the arguer-self.26     
 The scope of the claim for action is further complicated by formulations 
such as “should” or “ought to.” These are notoriously ambiguous, even un-
derdetermined—if not semantically, then surely pragmatically.27 In every-
day spoken language we manage this ambiguity very well trough skilful, 
even if unconscious, use of prosody and contextual information. Compare: 

You should just let him go – a friendly suggested advice. 

You should let him go please – an appeal or entreaty. 

You should let him go right now – a command.  

(Note that in spoken discourse, the illocutionary force equivalent 
to “just,” “please,” and “right now” can be conveyed solely by 
prosodic elements, such as rising/falling intonation or accent.) 

Even in such simple examples the pragmatic analysis of expressions such as 
“should” leaves the notion of a “claim for action” largely underspecified. 
The analysis in the previous section likewise identified that, quite tellingly, 
The Guardian editors conclude their arguments with varied “claims for ac-
tions” by agents other than themselves. What exactly can this “claim” be?  
 As analysed above, in the case of the conclusion of PA, the speech act 
of proposal has been considered a paradigm case in (Aakhus 2006),  (Cor-

                                                 
26  This limitation to the agent-self has clear Aristotelian roots: “Deliberation is 
about the things to be done by the agent himself” (EN, 1112b32).  
27  See esp. (Portner 2007) and (Portner 2018). 
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redor 2020), (Ihnen Jory 2016), (Kauffeld 1998), and (Walton 2006). Pro-
posals are speech acts located between commissives (such as promises) and 
directives (such as requests).28 Due to this peculiarity they belong—next to 
bets, offers and bids—to a class of speech acts inescapably requiring an 
action of both the speaker and the hearer. Taken together, commissives, 
directives, and their hybrids (such as proposals or offers) form a class of 
what I will call action-inducing speech acts (see Table 2)—in opposition to 
assertives (representatives), expressives and declarations. Action-inducing 
speech acts are characterised by their world-to-words direction of fit (Searle 
1975),29 as their point is to get an agent (whether “I”, “you”, or “we”) to 

                                                 
28  Searle and Vanderveken treat proposals, somewhat in passing, as instances of 
directives: “Thus, for example, the illocutionary force of accepting (a proposal, an 
invitation, etc.) has one more preparatory condition than the illocutionary force of 
commitment to a future action, namely that the speaker has been given a directive 
that allows for the possibility of refusal” (Searle and Vanderveken 1985, 66, italics 
added). For reasons described in Section 2.3 this doesn’t seem right. That proposals 
do more than direct others to do something is clear in that they are, inherently, also 
conditional promises (just like bets and offers): Let’s go for a walk = You should go 
for a walk + If you do, I will come join you. Requests and invitations, discussed by 
Lance and Kukla (2013, 461), do not have this conditional commissive component, 
but at most some weak conditional expressive component: Do something for me + 
If you do, I’ll be happy (the terms are mine). It is precisely this addition of a condi-
tional commissive component that turns acts such as requests or invitations into 
offers and proposals. Compare a) with b):  
 Parent to a child:  
 a) Clean your room, please!  
 b) Clean your room – and I’ll let you play games the whole night!  
If the speech act is perlocutionarily successful (i.e., the child cleans the room), the 
child’s natural response to b) would be: “I’ve cleaned the room, can I turn on my 
PlayStation now?” If the parent hesitates (“Well…”), the child’s reaction would al-
most certainly be “You promised!”   
29  This, of course, has not escaped Searle’s attention: “Since the direction of fit is 
the same for commissives and directives, it would give us a more elegant taxonomy 
if we could show that they are really members of the same category. I am unable to 
do this […] and am left with the inelegant solution of two separate categories with 
the same direction of fit” (Searle 1975, 356); see also (Searle 2001). Lance and Kukla 
(2013) characterise promises as “reverse imperatives”, since both these types “oblige 
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perform an action that will bring the world into a state captured in the 
intentional content of the speech act. (By contrast, the goal of assertive 
speech acts with the words-to-world direction of fit is to capture in their 
content some existing state of the world.)30 Naturally, so to speak, it is 
exactly speech acts with an “upward” (world-to-words, world-to-mind) di-
rection of fit that PR is “about.” Given their different direction of fit, the 
similarity between practical and theoretical reason breaks: 

The difference between theoretical and practical reason is in the 
direction of fit of the conclusion: mind-to-world, in the case of 
drawing a conclusion from evidence or premises, and world-to-
mind, in the case of forming a decision and hence an intention on 
the basis of considerations. (Searle 2001, 91)  

 Now, the elements of the class of action-inducing speech acts can be 
distinguished, as discussed above, along two dimensions: (1) their primary 
agent: the speaker, the hearer31, or both; and (2) their illocutionary 
strength, ranging from the cancellable and nearly off-record to fully en-
dorsed and on-record.32 Together, these two axes create an ordered matrix 
of “claims for action”—or speech acts which can conclude PA (Table 2).  
                                                 
someone to do something for someone” (Lance and Kukla 2013, 458-459, fn. 3). In 
his proposal challenging the very bases of Searle’s taxonomy of speech acts, Hanks 
(2018) treats all the speech acts with a world-to-word direction of fit as a “unified 
category” with an “imperative propositional content,” regardless of whether they 
involve commitments of a speaker (as in promises) or a hearer (as in orders). See 
(Green 2018) for a challenge to Hanks’s challenge. 
30  Note that for Searle (1975) expressives have no direction of fit at all, while decla-
rations have dual direction: both words-to-world and world-to-words.  
31  For the current purposes, it is inconsequential to carefully distinguish between 
the directly addressed Hearer (“you”) and some potential, indirect Hearers or bys-
tanders, such as third parties (“s/he”, “they”). These differences do not affect the 
analysis proposed here—they do, however, play a significant role in understanding 
how speech acts function in a multi-party (n>2) context; see (Clark and Carlson 
1982), (Levinson 1988), and (Lewiński 2021). 
32  Jacobs and Jackson (1983) study some weak directive speech acts (such as “indirect 
requests,” “hints and prompts” and even seemingly “innocent remarks”) and place 
them “on a continuum according to the degree to which the act‐type is dissociated 
from the illocutionary force of a [direct] request” (Jacobs and Jackson 1983, 285).  
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Strength 
Agent 

Weak 
(suggesting) 

Neutral 
(committed) 

Strong 
(solemn) 

I / We  
(exclusive) 
commissive 

Declaration (of 
intention) 

Promise 
(Joint) Vow, 
Oath, Pledge, 

Guarantee 

You / They 
Directive 

Recommenda-
tion, Advice, 
Invitation 

Request, Ap-
peal, Warning, 

Instruction 

Order,  
Demand, Plea, 
Call, Entreaty 

We (inclusive) 
commissive/di-

rective 
Suggestion 

Proposal,  
Offer 

Bid, Contract, 
Call 

Table 2: Action-inducing speech acts as conclusions of practical  
argumentation 

 What is common to these various action-inducing speech acts is, of 
course, that they can all be complemented with the phrase “to do A”: “I 
promise to do A,” “I advise you to do A,” “we guarantee to do A.” Their 
strength—here divided for illustrative purposes into three levels—can quite 
straightforwardly be grasped by our ordinary intuitions: “I’ve thought 
about it a lot and: maybe we can go and apologise? / let’s go and apologise 
/ we must go and apologise.”  
 Given these distinctions, we can now more precisely characterise the 
explicit conclusions of The Guardian’s campaign: First, its very title—
“Keep it in the ground”—in the interpretation suggested above, takes as an 
agent the inclusive we. It is, in terms of speech acts, a joint proposal or call: 
neutral-to-strong combination of a directive (you should) and a commissive 
(we should too).33 Second, the main conclusion is addressed to “them”—the 

                                                 
33  While paradigmatically calls would be “second-person calls” (Lance and Kukla 
2013), they can also be “inclusive we” calls, such as in “I call on all of us gathered 
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Gates Foundation and Wellcome Trust—and explicitly identified as a (sec-
ond-person) “call,” a strong directive speech act. Third, “[we] the Guardian 
Media Group”—the exclusive we (us)—concludes the argument with a dec-
laration of intention or “suggestion,” a weak commissive speech act. Finally, 
“you,” “the readers” are requested to spread the news. This is a conclusion 
expressed through a directive speech act, of a rather neutral force (it is 
neither only suggested nor strongly demanded or called for). 

6. Extensions and challenges 

 In this paper I mostly did two things. I asked which illocutionary acts 
“convey” or “express” the conclusion of practical reasoning and I responded 
these are various action-inducing speech acts. This broad category of acts 
shares the world-to-word direction of fit and can be preliminarily organised 
by the agent of the action induced (not to be confused with the concluder 
of the practical argument) and the illocutionary strength of the act. But 
between these two things I also reviewed various other takes on what the 
nature or function of the conclusion of practical argument could be (to 
intend, to advise, to propose, to state), proposed one possible scheme of 
practical argument, and briefly analysed some naturally occurring instances 
of practical argument with their varied conclusions. In this final section, I 
start dealing with some possible challenges to the account offered, but with 
an eye towards useful extensions. 
 The most common formulation of the conclusion of practical argument 
contains the somewhat enigmatic expression “I should” / “I ought to” per-
form a certain action. In this way, PR ends with something like a moral 
obligation or imperative of the individual agent-self. Accordingly, it is the 
“I / exclusive we” form that constitutes the traditional area of philosophical 
investigation into practical and moral reasoning. Both the actions and ob-
ligations of single and, more recently, collective subjects are treated in detail 
far exceeding this work. However, for speech act theorists such as Searle, 
reasons for action and their conclusions are best understood not through 

                                                 
here to exercise maximum restraint.” In this latter case, they are pragmatically equ-
ivalent to “We [inclusive] must exercise maximum restraint.”   



448 Marcin Lewiński 

Organon F 28 (2) 2021: 420–457 

some external ethical systems containing moral obligations “I” or “we” 
should fulfil, but rather through “the human ability to create, through the 
use of language, a public set of commitments” (Searle 2001, 183, emphasis 
in original). This set consists of the consequences of various speech acts we 
perform. It is therefore the analysis of speech acts that can illuminate the 
structure and conclusions of our public practical argumentation.  
 Throughout this paper I have largely followed Searle’s (1975) well-
known taxonomy of speech acts into five broad categories (assertives/rep-
resentatives, commissives, directives, expressives and declarations) rather 
than Austin’s (1975, Ch. XII) original taxonomy (verdictives, exercitives, 
commissives, behabitives and expositives). Indeed, one might argue that 
Austin’s exercitives are particularly relevant here34:  

An exercitive is the giving of a decision in favour of or against a 
certain course of action, or advocacy of it. It is a decision that 
something is to be so, as distinct from a judgement that it is so: 
it is advocacy that it should be so, as opposed to an estimate that 
it is so; (Austin 1975, 154) 

 Many of the illocutionary acts discussed here—orders, pieces of advice, 
recommendations, entreaties, pleas—are listed by Austin in this category.35 
However, in line with his incipient institutional ontology, Austin delineated 
a somewhat more specific category of largely “legislative or executive acts”: 
vetoes, appointments, excommunications, proclamations, authorizations, 
etc. (Austin 1975, Ch. XII). As such, however, the class of exercitives can 

                                                 
34  Austin’s commissives have been unreservedly appropriated by Searle (1975, 356), 
so this is not a point of concern. Further, “I conclude…” is obviously a discursive 
expositive on Austin’s account, a type of a speech act instrumental in “the clarifying 
of reasons, arguments, and communications” (Austin 1975, 162). As is clear from my 
arguments, I did not aim at this sort of metalinguistic characterization here.  
35  In a similar vein, Corredor (2020) classifies the act of collectively “accepting a 
proposal” in a deliberation dialogue as an Austinian exercitive, while maintaining 
that (an earlier) speech act of “making a proposal” belongs to the class of verdictives. 
Since her work was published after this paper was originally submitted, I have no 
space to fully engage with her account. However, given Austin’s definitions, it seems 
the reverse might be correct: making a proposal seems to be an exercitive, while 
(officially) accepting it is a verdictive. 
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be justifiably criticized for lacking a straightforward principle of classifica-
tion and, hence, for being too heterogeneous, with many examples defying 
the very definition of the class: “nominating, appointing, and excommuni-
cating are not the ‘giving of a decision in favor of or against a certain course 
of action,’ much less are they ‘advocating’ it. Rather they are, as Austin 
himself might have said, performances of these actions, not advocacies of 
anything” (Searle 1975, 353). Given this, Searle counts them among decla-
rations, with all their peculiarities regarding double direction of fit, institu-
tional preparatory conditions, void sincerity conditions, etc. Altogether, 
Searle’s organizing effort on Austin’s original ideas works well precisely in 
the context where some clear distinctions are needed as a background for 
further work. 
 In this context, recent work on imperative speech acts, while challenging 
some of the simplifications of traditional speech act analysis, sheds addi-
tional light on the “you / they” category of agents. In particular, Lance and 
Kukla (2013) have examined the class of speech acts they simply call “sec-
ond-person calls,” whose prime examples include imperatives (orders, com-
mands), requests and entreaties. Their basic argument is that second-person 
calls can hardly be regarded as belonging to a unified class of directives or 
imperatives, characterised by the same illocutionary point—namely, to get 
or even oblige someone to do something—and differing mostly in strength, 
from meek invitations to forceful orders. Rather, Lance and Kukla maintain, 
“there are indefinitely many kinds of calls, with distinctive structures, 
whose subtleties help to constitute a rich moral and social space” (Lance 
and Kukla 2013, 458). According to them, especially between imperatives 
and requests there exist “deep differences”: 

It is in the nature of imperatives that they impute obligations, 
and in doing so, they do not present their target with a choice of 
whether to obey them. […] [W]hile all calls give their targets rea-
sons to act, different kinds of calls create different kinds of rea-
sons, and these kinds often cannot be understood except in rela-
tion to the types of second-personal transactions that institute 
them. We may give the name “petitionary reasons” to the dis-
tinctive kinds of reasons created by requests—that is, those that 
give the one requested the right kind of reason to act that opens 
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up the right kind of space of freedom, pressure, and so forth. […] 
An imperative is structurally incapable of giving its target a pe-
titionary reason to act. Petitionary reasons are not just weak ob-
ligations, nor are they obligations backed up by weak desires on 
the part of the requester; they are a different variety of reason 
altogether. (Lance and Kukla 2013, 462)36 

 Further, requests and invitations can also be distinguished by their prag-
matic subtleties: requests amount to a favour done by the requestee to the 
requester, while invitations appeal to matching desires of the invitee and 
inviter. As a consequence, successful invitations call for gratitude from both 
parties (“Thanks for inviting me!”—“Thanks for coming!”) whereas granted 
requests only from the requester—the recipient of a favor (Lance and Kukla 
2013, 461).  
 These arguments make it obvious that a unidimensional continuum or-
dering action-inducing speech acts based on their illocutionary strength is 
merely a heuristic appealed to for the sake of the economy of exposition. As 
described in section 2.2, this was also the basic insight of Gauthier (1963), 
who without using speech act concepts such as illocutionary force or illocu-
tionary strength, analysed the subtle differences among various directive 
speech acts much in the same way Lance and Kukla, and others, recently 
do.37 Other concerns beyond mere strength of the illocutionary point, such 

                                                 
36  In their account of imperatives, Condoravdi and Lauer (2012) even more empha-
tically criticize the view according to which “the addressee of an imperative auto-
matically becomes committed to making the content of the imperative true.” As 
they observe: “While this may be right for order uses, which intuitively create hearer 
obligations, most other uses of imperatives, even other directive uses, do not (di-
rectly) induce hearer commitments. A crucial feature of requests, pleas, warnings, 
etc. is that they do not create addressee commitments (though they may be uttered 
in the hope that the addressee takes on a commitment).” (Condoravdi and Lauer 
2012, 55). Still, as observed by Lance and Kukla, and in line with the traditional 
speech act theory, unless the speech act is infelicitous, the hearer is expected to 
respond to an imperative, and the preferred response is for the hearer to get commit-
ted (grant a request, accept an invitation) or refuse commitment with a good justi-
fication (“Sorry, I can’t make it, because…”). 
37  It is only a pity, then, that this work is completely ignored, including Gauthier’s 
ideas connecting directive speech acts to practical argumentation.  
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as the mode of achievement (command vs. request) or degree of strength of 
the sincerity conditions (beg vs. request), can and should be factored in for 
a more nuanced taxonomy.38 For now, however, the crucial point is to in-
dicate that our practical argumentation often concludes in an appeal to or 
a call for an action of a second person. In this way, despite all their intri-
guing differences, second-person calls form a category homogenous enough 
for the current purposes.   
 The current proposal also clearly allows for the practical reasoning from 
the second / third person’s desires and goals. This might resolve some of 
the apparently Moorean paradoxes of directive speech acts, such as those 
discussed by Condoravdi and Lauer (2012): 

#Call him at home! I don’t want you to but he is fine with that. 

#OK, go to Paris then since you want it so much! But, don’t 
forget, I don’t want you to. 

These examples seem to demonstrate that “it is not felicitous to follow an 
imperative with an assertion that the realization of the content goes against 
the speaker’s desires” (Condoravdi and Lauer 2012, 41-43).  
 However, such cases can be made felicitous, as long as the structure of 
PR is relative to hearer’s desires.39 Good advice is often idiomaticised in 
English to “If I were you, I would never talk to him again.” There seem to 
be no pragmatic inconsistency whatsoever in adding “although, as you 
know, I myself actually quite hate that kind of thing.” But even in the case 

                                                 
38  “Mode of achievement” and “degree of strength of the sincerity conditions” are 
among the seven basic factors distinguishing various types of speech acts in Searle 
and Vanderveken’s work. The institutional mode of authority is needed for 
commands, and a speaker who “begs, beseeches, or implores, […] expresses a stronger 
desire than if he merely requests” (Searle and Vanderveken 1985, 19). Lance and 
Kukla are therefore partly wrong in attributing ignorance of these additional factors 
to Searle’s typology of speech acts. 
39  Or, even stronger, as Gauthier argues, this is the very basic condition of an 
advice: “It would clearly be impossible for the adviser to substitute his own practical 
basis in giving advice. For, from premisses about the situation, plus premisses about 
my aims, nothing follows at least prudentially, about what you should do” (1963, 
54); cf. (van Poppel 2019).  
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of straightforward grammatical imperatives, reasoning from the second per-
son’s desires conflicting the speaker’s desires is pragmatically possible:   

Parent to an early-adult child: 

OK, go to Paris then, if you want it so much! But don’t forget 
I’ve been against it all along!40  

 Overall, however, the current proposal is compatible with much of the 
recent work on imperative speech acts. This is the case with Condoravdi 
and Lauer’s approach who treat imperatives—including their various illo-
cutionary variants, from orders, pleas and requests to invitations, permis-
sions and advice—as expressions of effective preferences of the speaker. 
These effective preferences are sets of possible choices structured in a con-
sistent way from the best to the worst—a condition necessary if “the [ra-
tional] agent is to decide on a course of action” (Condoravdi and Lauer 
2012, 45). These elements are included in the model of PA presented above 
in Section 3. Indeed, while for Condoravdi and Lauer the utterers of imper-
atives are committed to their effective preferences and beliefs, in the model 
suggested here they are committed to all the premises of the PA, including 
their choice of the best, or at least satisfactory, action-inducing speech act.  
 According to Portner (2007; 2018) imperatives are linguistically per-
formed via priority modals of three varieties: deontic, bouletic and teleolog-
ical. As he puts it, “The idea behind the term ‘priority’ is that some choice 
is given priority over another” (Portner 2007, 355). Importantly, various 
subtypes of imperatives can be distinguished based on the ordering source: 
orders are deontic as they involve obligations of the hearer, invitations are 
bouletic as they appeal to the desires of the hearer, and suggestions are 

                                                 
40  Arguably, in this case a “permissive” rather than “directive” form of grammatical 
imperative is used, as argued in (Condoravdi and Lauer 2012), whereby the parent 
is reluctantly permitting the adult child to do something that s/he as a parent can 
no longer prohibit. Still, the same form of Moore’s paradox applies here, based on 
the generalization that “It seems that there is a bouletic component conventionally 
associated with imperatives. For if it were not conventional, we would expect this 
constraint to be absent in scenarios in which the speaker can be assumed to not 
share the goals of the addressee, as in disinterested advice uses.” (Condoravdi and 
Lauer 2012, 42). 
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teleological in that they refer to the goals of the hearer. Again, the struc-
turing of acts based on their priority in relation to desires, goals and obli-
gations is a central element of the approach proposed here.   
 This is not to deny that what I offered here is hardly more than a simple 
matrix ordered by the agent of the action and the illocutionary strength of 
a speech act. Even this simple matrix, however, can help us better under-
stand what practical argumentation is “about,” that is, “why” or what “for” 
we argue practically. We argue to issue various speech acts: from innocuous 
private announcements and suggestions to strong commands and solemn 
joint pledges. Further careful analysis of all such speech acts, in their nat-
ural context, with their respective felicity conditions and further conse-
quences, can sharpen our understanding of practical argument.  
 Therefore, we should do it.  
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1. Introduction 

 The theory-change from Newtonian to Einsteinian physics has been re-
garded as an archetypal example of a revolution in science by both scientists 
and philosophers. For example, the physicist Max Born identified the de-
velopment of the theories of relativity as “the Einsteinian revolution” which 
opened “the beginning of a new era” (Born 1965, 2). And the philosopher 
of science Karl Popper wrote that “Einstein revolutionized physics” 
(Withrow 1967, 25). After the prediction made by general relativity of the 
deflection of light due to the sun’s gravitational field was confirmed by 
observations, the London Times on November 7th 1919 famously ran the 
headline “Revolution in Science” with a sub-heading “Newtonian Ideas 
Overthrown.” In view of the fact that Einsteinian physics is founded on his 
novel understanding of the concepts of space-time and of the equivalence of 
mass and energy, which are quite alien to the Newtonian frameworks, it 
seems difficult to deny the intuition behind the idea that this episode of 
theory-change was indeed revolutionary. 
 Along these lines, Kuhn (1962) explicitly articulated and defended a 
revolutionary view involving “paradigm changes.” According to Kuhn, two 
different paradigms are incommensurable in their assertions about the 
world, aims, criteria of appraisal, conceptual frameworks, and even obser-
vational basis. As supporting cases, Kuhn considers the conceptual discon-
tinuities concerning notions such as ‘mass’ and ‘space-time’ as evidence of 
the occurrence of a revolution brought about by Einsteinian physics.  
 Einstein himself, however, rarely employed the term “revolution” in or-
der to characterize his theories of relativity (Cohen 1985). He instead 
warned that the term “revolution” mischaracterizes the way that the special 
and the general theories were developed. Their development is considered 
as one which “slowly leads to a deeper conception of the laws of nature” 
based on results of “the best brains of successive generations” (Klein 1975, 
113). Although Einstein referred to the theory-change from Newton to Max-
well as a revolution in that “action at a distance is replaced by the field” 
(Einstein 1949, 35), he did not maintain that the theories of relativity were 
new fundamental theories. The special theory of relativity is claimed as 
“simply a systematic development of the electromagnetics of Maxwell and 
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Lorentz” (Einstein 1934, 57). As for the general theory it was “the last step 
in the development of the program of field theory, … [and] it modified New-
ton’s theory only slightly” (ibid., 37). 
 This paper follows Einstein’s intuition—that the development of his two 
theories of relativity is not in fact revolutionary—in critically examining 
the aforementioned Kuhn’s two cases in the theory-change from Newtonian 
to Einsteinian physics. This essay will argue that these two cases fail to 
support the incommensurability thesis.1  

2. Kuhn’s scientific revolution and conceptual  
changes in Einsteinian physics 

 Thomas Kuhn famously argued in his Structure of Scientific Revolutions 
that there have been major discontinuous changes in the history of science. 
He explicitly cites the theory-change from Newtonian to Einsteinian physics 
as a case strongly supporting his claim (Kuhn 1962). 
 The concept of paradigm in Kuhn’s view plays a key role in character-
izing the different stages of science. In the stable stage during which a spe-
cific scientific discipline matures, the discipline, which Kuhn calls a ‘normal 
science,’ “is predicated on the assumption that the scientific community 
knows what the world is like” (Kuhn 1962, 5). Scientists make great efforts 
to preserve this assumption, to the extent that “normal science often sup-
presses fundamental novelties because they are necessarily subversive of its 
basic commitments” (ibid.). Research within normal science is thus based 
on a ‘paradigm,’ which consists of the scientific community’s metaphysics, 
conceptual frameworks, theories, methodology, and goals. A paradigm is 
essential to normal science, in that “no natural history can be interpreted 
in the absence of at least some implicit body of intertwined theoretical and 
methodological belief” (ibid., 16–7). Adopting a paradigm is “an attempt to 
force nature into the preformed and relatively inflexible [conceptual] box 
that the paradigm supplies” (ibid., 24). So, “[n]ormal-scientific research is 

                                                 
1  Surely, I cannot dismiss Khun’s general argument just because his specific 
example is dubious. This paper targets only Kuhn’s argument that is based on the 
the theory-change from Newtonian to Einsteinian physics. 
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directed to the articulation of those phenomena and theories that the par-
adigm already supplies” (ibid.). 
 However, with the advent of a crisis within the paradigm (if only in 
some vague sense)—caused by the continuing failure to solve anomalies, the 
paradigm confronts challenges from competitors that question the funda-
mental assumptions underlying the earlier normal science: “[N]ature has 
somehow violated the paradigm-induced expectations that govern normal 
science. It then continues with a more or less extended exploration of the 
area of anomaly” (ibid. 52–3). And the “crisis may end with the emergence 
of a new candidate for paradigm and with the ensuing battle over its ac-
ceptance” (ibid. 84). 
 One of the competing paradigms, because of its success in solving the 
anomalies, attracts advocates who set the direction of their future research 
according to the new paradigm. “The transition from a paradigm in crisis 
to a new one from which a new tradition of normal science can emerge is 
far from a cumulative process … Rather it is a reconstruction of field from 
new fundamentals, a reconstruction that changes some of the field’s most 
elementary theoretical generalizations” (ibid. 84–5). A scientific revolution 
occurs when the new paradigm replaces the old one. One result is that 
different paradigms are “incommensurable” in their aims, conceptual frame-
works, and even observational bases: “The normal-scientific tradition that 
emerges from a scientific revolution is not only incompatible but often ac-
tually incommensurable with that which has gone before” (ibid. 103). 
Kuhn’s incommensurability thesis involves several radical claims—for ex-
ample that even the empirical data for a given theory cannot be translated 
in a way that is neutral between competing paradigms: 

Scientists then often speak of the “scales falling from the eyes” or 
of the “lightning flash” that “inundates” a previously obscure 
puzzle, enabling its components to be seen in a new way that for 
the first time permits its solution. … No ordinary sense of the 
term ‘interpretation’ fits these flashes of intuition through which 
a new paradigm is born. Though such intuitions depend upon the 
experience, both anomalous and congruent, gained with the old 
paradigm, they are not logically or piecemeal linked to particular 
items of that experience as an interpretation would be. Instead, 
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they gather up large portions of that experience and transform 
them to the rather different bundle of experience that will there-
fore be linked piecemeal to the new paradigm but not to the old. 
(ibid., 122–23) 

 In order to support his revolutionary view, Kuhn suggests that there 
were two separate aspects of the theory-change from Newtonian to Ein-
steinian physics that support the incommensurability thesis. These are the 
conceptual change in the meaning of notion of “mass” (ibid., 102), and the 
absence of any neutral observational basis to evaluate the strengths of the 
two theories due to the “theory ladenness” of the space-time measurements 
in the two theories (ibid., 149–50). 
 In the following sections, I will argue that these two claims fail to sup-
port the incommensurability thesis. 

3. The case of the concept of mass  

 According to Kuhn, although the terms employed in Newtonian physics 
such as mass are also employed in Einsteinian physics, the referents of these 
terms are not the same:  

[T]he physical referents of these Einsteinian concepts [mass] are 
by no means identical with those of the Newtonian concepts that 
bear the same name. … Only at low relative velocities may the 
two be measured in the same way, and even then they must not 
be conceived to be the same. (Kuhn 1962, 102)  

In the same spirit, Paul Feyerabend pointed out:  

[I]n classical, prerelativistic physics the concept of mass (and, for 
that matter, the concept of length and the concept of time dura-
tion) was absolute in the sense that the mass of a system was not 
influenced (except, perhaps, causally) by its motion in the coor-
dinate system chosen. Within relativity, however, mass has be-
come a relational concept whose specification is incomplete with-
out indication of the coordinate system to which the spatio-tem-
poral descriptions are all to be referred. … what is measured in 
the classical case is an intrinsic property of the system under 
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consideration; what is measured in the case of relativity is a re-
lation between the system and certain characteristics of [the co-
ordinate system] D’. (Feyerabend 1962, 80)  

 Although the term ‘mass’ appears in both theoretical frameworks, the 
Newtonian mass of a body is the same irrespective of its state of motion, 
whereas the Einsteinian mass varies depending on the motion of a body 
relative to the frame within which its mass is measured: 

[T]he total mass of a system is not a scalar quantity in relativity 
theory, so that its value depends on the reference frame with 
respect to which it is measured. For example a particle whose 
mass is m, as measured in its own rest frame, appears to have a 
larger mass when measured in a second frame with respect to 
which it is moving. (Penrose 2004, 435) 

 In other words, the Newtonian mass is a scalar quantity m, which is 
invariant under any coordinate transformation, while the Einsteinian mass 
(expressed as M = γm, where γ is the Lorentz factor, i.e., 1/√(1 – v2/c2)) is 
a variable quantity which increases with the velocity v of the body. 
 Feyerabend claims that the change in the concept of mass shows that 
there are enormous difficulties in relating the two successive scientific the-
ories:  

It is also impossible to define the exact classical concepts in rela-
tivistic terms or to relate them with the help of an empirical 
generalization. … It is therefore again necessary to abandon com-
pletely the classical concepual scheme once the theory of relativ-
ity has been introduced … Our argument against meaning invar-
iance is simple and clear. It proceeds from the fact that usually 
some of the principles involved in the determination of the mean-
ings of older theories or points of view are inconsistent with the 
new, and better, theories. (Feyerabend 1962, 80–2) 

 The concepts of classical and relativistic mass essentially belong in “dif-
ferent and incommensurable frameworks” (ibid., 81). In his recent book on 
concepts of mass, Jammer describes the relationship between the concepts 
of invariant and relativistic masses as “ultimately the disparity between 
two competing views of the development of physical science” (Jammer 2000, 
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61). Kuhn also sees this conceptual change as a classic illustration of the 
incommensurability thesis:  

the normal-scientific tradition that emerges from a scientific rev-
olution is not only incompatible but often actually incommen-
surable with that which has gone before. (Kuhn 1962, 103) 

 This case, however, fails to provide legitimate evidence supporting the 
occurrence of a radical conceptual change. Einsteinian relativistic mass can-
not in fact be considered as a physically significant concept that is the 
counterpart of the Newtonian mass. In fact, the former is not a legitimate 
physical quantity that respects the principles of special relativity. Kuhn 
explicitly takes the ‘relativistic mass’ M = γm, which increases with the 
velocity of the body. Yet this concept of mass does not properly fit within 
the framework of special relativity.  
 The special theory of relativity is essentially based on two fundamental 
postulates: (1) all physical laws take the same form in all inertial frames, 
and (2) the speed of light is always the constant c in all such frames. From 
these two hypotheses, Einstein derived the coordinate transformation which 
implements the principle of special relativity.2 As a result, these two hy-
potheses yield predictions about the kinematical effects of time dilation, 
length contraction, and the addition of velocities. On the basis of this kin-
ematics, a dynamical framework can be developed by positing the concepts 
of mass and momentum. In this context, as the above expression suggests, 
one can employ the relativistic concept of mass Mrel while maintaining the 
classical concept of velocity vcla(dx/dt) in order to relativitize the concept 
of momentum, i.e. prel = Mrelvcla. In other words, the Newtonian momentum 
(pcla = mclavcla) is modified into the relativistic expression by adopting the 
relativistic mass (rather than by changing laboratory time dt to proper time 
dτ), i.e., γmdx/dt. At this point, however, one is forced to adopt a primitive 
concept of improper 4-velocity, which is not Lorentz covariant. (Oas 2006, 
4) “The improper velocity being a direct result of the imposition of RM [the 
relativistic mass] means that RM is at odds with the accepted kinematics 
of special relativity” (ibid.). 

                                                 
2  Accordingly, one of essences of the special theory of relativity is that the laws of 
physics must be covariant with respect to Lorentz transformations.  
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 In a similar spirit, Wheeler and Taylor claim that:  

Any difference between [relativistic] formulae for momentum (for 
example, mdx/dτ) and the corresponding Newtonian formula 
(mdx/dt) is therefore to be attributed to the difference between 
proper time and laboratory time, not to any difference in the 
value of m in the two descriptions of nature. (Wheeler and Taylor 
1963, 108) 

Given that the Lorentz factor 1/√(1 – v2/c2) measures the ratio between 
laboratory time and proper time, modifying the kinematical concept of ve-
locity dt to dτ is more natural than modifying the concept of mass. So, in 
order to be consistent with the kinematics of special relativity, the Lorentz 
factor 1/√(1 – v2/c2) needs be associated with velocity, rather than with 
mass. This is expressed by Resnik as follows:  

Indeed, it should be noted that, whether we identify the factor 
1/√(1 – v2/c2) with mass or with velocity, the origin of this factor 
in collision measurements is kinematical; that is, it is caused by 
the relativity of time measurement. (Resnik 1968, 199) 

 Because of this, Einstein himself considered the rest mass m as the only 
physically significant concept and substituted the energy-momentum 4-vec-
tor for the relativistic mass. Thus, he wrote: 

It is not good to introduce the concept of the mass M = m/√(1 – 
v2/c2) of a body for which no clear definition can be given. It is 
better to introduce no other mass than ‘the rest mass’ m. Instead 
of introducing M, it is better to mention the expression for the 
momentum and energy of a body in motion. (Einstein 1948, a 
letter to Lincoln Barnett, quoted from Okun 1989, p. 42)  

 In the special theory, just as space and time are incorporated within the 
single entity space-time whose components are (t, x), so energy and mo-
mentum are united to form the energy-momentum 4-vector whose compo-
nents are (E, – p), where we use c = 1 convention. This quantity satisfies 
a conservation law, which, given the equivalence of energy and mass, incor-
porates the law of mass conservation, the law of energy conservation, and 
the law of momentum conservation. The squared magnitude of this four-
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vector represents the rest mass, m2 = E2 – p2, which is invariant regardless 
of the choice of inertial frames. In this context, ‘relativistic mass’ is only 
the temporal component of the energy-momentum 4-vector of a given body. 
This single component is measured as being larger in motion than when the 
body concerned is at rest. However, all four components of the energy-mo-
mentum 4-vector are transformed in the proper way to maintain the vec-
tor’s invariance under the change of the reference frame. Along these lines, 
Wheeler and Taylor’s answer to the question “is the mass of a moving object 
greater than the mass of the same object at rest?” is “no”: 

The concept of ‘relativistic mass’ is subject to misunderstanding. 
That’s why we don’t use it. First, it applies the name mass—
belonging to the magnitude of a four-vector—to a very different 
concept, the time component of a four-vector. Second, it makes 
increase of energy of an object with velocity or momentum appear 
to be connected with some change in internal structure of the 
object. In reality, the increase of energy with velocity originates 
not in the object but in the [kinematical] properties of space-time 
itself. (Taylor and Wheeler 1992, 250–51) 

It seems that Kuhn’s reading of the concept of mass is mistaken. 
 Defenders of Kuhn’s thesis that radical change is involved in this shift 
could respond that although Kuhn may have misunderstood the way in 
which the concept of mass has been radically transformed, adopting the 
concept of energy momentum still shows that the concept of “mass” under-
goes a radical change. For example, the difference between the classical 
notion of mass and the energy momentum 4-vector is very apparent. Con-
trasted with classical mass, the components of the energy-momentum 4-
vector are described differently with the change of the coordinate systems 
representing inertially moving observers. Moreover, unlike classical mass, 
its relativistic counterpart is implicated in the interactions among mass, 
energy, and momentum. This shows the ontological difference between the 
notions of classical mass and energy-momentum. Accordingly, it could be 
argued that my argument resurrects Kuhn’s view by introducing the con-
cept of the energy-momentum 4-vector.  
 To answer this criticism, I will analyze the reference and denotation of 
the theoretical terms, i.e., classical mass and energy-momentum 4-vector. 
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Bird (2000) and Field (1973) characterize the comparison of theoretical 
terms in theory-change as a matter of denotating and extending them. Con-
sider Kuhn’s claim “the physical referents of these Einsteinian concepts are 
by no means identical with those of the Newtonian concepts that bear the 
same name” (Kuhn 1962, 101). In response to this Kuhn’s claim, Bird main-
tains that 

Kuhn assumes that laws fix intensional meaning and thereby also 
fix, in a strict manner, extension and reference. If it is further 
assumed that all laws play a part-thick intensionalism-then it fol-
lows that if the term in question refers, then the laws must be 
true; correspondingly if one or more of the laws fails to be true 
then there is no reference, in which case incommensurability of 
reference cannot arise. (Bird 2000, 176) 

 In response to this claim by Kuhn, Bird maintains that Newtonian mass 
does not refer to anything since Newtonian law is not true. Along a similar 
line, Field points out that “what Einstein showed is that there is no such 
quantity as “Newtonian mass”; and unless one holds that the world used to 
obey Newton’s laws but started obeying Einstein’s laws one day, it is clear 
that there was no “Newtonian mass” in Newton’s time either” (Field 1973, 
470). 
 However, physicists would disagree about this skeptical attitude toward 
Newtonian mechanics. Field also endorses the physicists’ intuition since, to 
a certain extent, the reference of Newtonian mass is based on “a great many 
false-but-approximately-true beliefs” (ibid., 465). Accordingly, Field modi-
fies Frege’s descriptivist theory and embraces the idea that there can be the 
partial denotation of scientific terms such as Newtonian mass. Along the 
similar line, Bird claims that 

it need not be that the total content of a given law contributes 
to meaning, and indeed it is implausible that it should be so. But 
then the content of laws breaks up into an element that deter-
mines reference and an element that does not. (Bird 2000, 176) 

 In order to clarify the reference-determining elements of Newtonian 
mass, Field directs our attention to the theoretical terms of Einstein’s spe-
cial relativity, which converge on Newtonian mass. Given that “at low  
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velocities, the mass of a particle is almost precisely equal to twice its kinetic 
energy divided by the square of its velocity,” this concept refers to either 
relativistic or proper mass (Field 1973, 464–5). 
 What is notable about Field’s account is that the concept of the “false-
but-approximately-true” Newtonian mass is referentially indeterminate 
(ibid., 467). The central idea of Newtonian mass can be captured by (1) 
momentum = mass ∙ velocity, and (2) the quantity of mass is the same 
regardless of the choice of reference frame. However, (1) and (2) cannot 
both be true given that special relativity does not authorize the conjunction 
of (1) and (2). Therefore, it seems possible to specify the one that is not 
correct. However, Field claims that there are contexts in which physicists 
legitimately employ both the relativistic mass and the proper mass by en-
dorsing only one of the two theoretical tenets. For example, they might 
suggest that momentum equals the relativistic mass times velocity, but that 
it by no means equals the proper mass times velocity. By contrast, the 
proper mass is the same regardless of the choice of reference frames, whereas 
the relativistic mass is not. According to Field,  

The conjunction of Newton's tenets (1) and (2) was objectively 
false, but there is no fact of the matter as to which of the con-
juncts was true and which false, and hence no fact of the matter 
as to whether the word ‘mass’ as it occurred in them denoted 
relativistic mass or proper mass. (ibid., 468)  

 Newtonian mass can be approximated through the Newtonian limit of 
either the relativistic mass or the proper mass. However, “there is no fact 
of matter as to how the falsity of the theory as a whole is to be distributed 
among the individual sentences of the theory” (ibid., 474). Hence, there is 
no fact of the matter in theoretical terms as to what the approximate truth 
ascribes. Accordingly, 

there is simply no coherent way of using the term ‘refers’ in con-
nection with Newton's word ‘mass’. In spite of this, there are 
many of Newton’s utterances containing the word ‘mass’ that we 
want to regard as true … It follows, then, that the truth and 
falsity of these utterances simply cannot be explained on the basis 
of what Newton was referring to when he used the word ‘mass’, 
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for there is no coherent way of explaining what he was referring 
to. (ibid., 473) 

 Kuhn claims the incommensurability thesis since the term “Newtonian 
mass” refers to an invariant quantity, whereas the term “Einsteinian mass” 
does not. In opposition to Kuhn’s claim that the referents of these two 
concepts are different, Field argues that these two concepts can both be the 
referents for the term “Newtonian mass.” According to Field, the physical 
referent of both Newtonian mass and Einsteinian mass is either the relativ-
istic mass or the proper mass. He maintains that the referentially indeter-
minate Newtonian mass and Einsteinian mass can refer to both, and he 
makes this claim while criticizing Frege’s referential semantics. 
 I will modify Field’s argument in line with my employment of the en-
ergy-momentum 4-vector. Field argues for referential indeterminacy since 
Newtonian mass can refer to both the relativistic and the proper mass. This 
is because physicists can legitimately employ both theoretical terms. How-
ever, as I have argued before, physicists prefer the proper energy momentum 
4-vector to the improper relativistic mass. Nevertheless, I still endorse 
Field’s notion of referential indeterminacy, even if I come at it from a dif-
ferent point of view. This is because the energy-momentum 4-vector unifies 
both the relativistic mass and the proper mass.  
 Einstein (1905) constructed the special theory of relativity in his at-
tempt to incorporate the electric field and the magnetic fields, and corre-
spondingly space and time: “The existence of the electric field [and the 
magnetic field] was therefore a relative one, dependent on the coordinate 
system used, and only the electric and magnetic field taken together could 
be ascribed some kind of objective reality” (Einstein 1919). As a result, 
mass, energy, and momentum are all incorporated into the energy-momen-
tum 4-vector. Thus, the energy-momentum 4-vector contains both referen-
tial elements for the relativistic and proper mass. The temporal aspect of 
the energy-momentum 4-vector represents the relativistic mass, while its all 
four components together represent the proper mass. The former is true for 
one observer, while the latter is true for another observer. This would be a 
plural denotation on top of an indeterminate one.  
 Morrison considers this case of unity as a synthetic one that “involves 
the integration of two separate processes or phenomena” under one concept. 
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In this case, there is no ontological reduction that “offers little in the way 
of support for claims about a physical unity in nature” (Morrison 2000, 5). 
For Field, the physical referent of both Newtonian mass and Einsteinian 
mass is either the relativistic mass or the proper mass. By contrast, I argue 
that the physical referent of both kinds of masses is the energy-momentum 
4-vector, which incorporates both the relativistic mass and the proper mass. 
By taking this slightly different route, I arrive at the same conclusion as 
Field’s one. Along the similar line, Bird maintains that  

It could be that the reference-determining element is sufficiently 
general as to be applicable to E-mass as well as N-mass, in which 
case those will be the same property. Thus there will be no in-
commensurability of reference in this case… Consequently his ar-
gument fails to establish incommensurability due to shifts in ref-
erence. (Bird 2000, 176) 

 Accordingly, Kuhn’s incommensurability thesis could be undermined if 
one considered the energy-momentum 4-vector as this reference-determining 
element.  
 The reference-determining elements of scientific theories that undergo 
theory-change are best captured by the so-called convergent realists. Hardin 
and Rosenberg (1982) claim that although we can admit that central theo-
retical entities in theories from the past do not refer to their intended ob-
jects, we can still talk about approximate truth due to the commonality 
between the past and present-day theories about the same causal or explan-
atory role. Kitcher’s distinction between “working posits” and “presupposi-
tional posits” is based essentially on whether theoretical terms are referring 
or non-referring (Kitcher 1995). 
 At this point, it seems appropriate to add Duhem and Poincaré’s idea 
into our context, given that they were concerned with the theory-change 
related to mechanics (Duhem 1914, Poincaré 1902). Their reference-deter-
mining elements are invariant (or quasi-invariant) mathematical equations 
or structures. In Newtonian mechanics, the equation of motion, Fi = mai = 
dpi/dt, ai = dvi/dt, vi = dxi/dt (i = 1, 2, 3), relates the concept of a body’s 
mass with the force that is exerted on the body. In relativistic mechanics, 
the corresponding equations for motion, fµ = maµ = dPµ/dτ, aµ = dUµ/dτ, 
Uµ = dxµ/dτ (m is the rest mass, Pµ is the energy-momentum 4-vector, µ = 
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0, 1, 2, 3), relates the concept of mass-energy with four-force. The idea of 
classical mass and the relativistic concept of mass-energy are all incorpo-
rated into Newtonian and relativistic mechanics. Just as classical mass is 
the ratio of force to acceleration in Newton’s law of motion, so, too, is its 
relativistic counterpart the ratio of four-force to four-acceleration in the 
relativistic law of motion. 
 Just as classical mass is preserved before and after the collision of bodies, 
each component of mass-energy and the three-momentum vector is always 
preserved before and after the collision of bodies. That is, mass-energy is a 
quantity that is conserved and which inherits its classical counterpart. 
While Newtonian mechanics can explain the collision process, the emission 
of a photon from a body can only be explained by relativistic mechanics. In 
fact, the relativistic equation of motion, fµ = maµ, is derived from these 
premises: (1) the satisfaction of the relativity principle, (2) the correspond-
ence with the relativistic law of inertia (dUµ/dτ = 0, as fµ = 0), and (3) the 
Newtonian limit (fµ = maµ approximates to Fi = mai, as Uµ ≪ c) (Hartle 
2003). This shows that the mass at rest and the three-momentum, respec-
tively, inherit the concept of mass and momentum from classical mechanics. 
Along these lines, structural realists, such as Duhem and Poincaré, claim 
that, although the contents of a given theory are discarded, its underlying 
mathematical structures are invariant (or structurally invariant) in the 
course of the theory change:  

There was a continuity or accumulation in the shift, but the con-
tinuity is one of form or structure, not of content. (Worrall 1987, 
117) 

 This mathematical continuity becomes manifest from the perspective of 
the group structure of space-time viewpoint. The geometric properties of 
space-time consist of a topological Lie group, which involves the transfor-
mations of rotations, boosts and translation on R4. (see Appendix A) That 
is, the Lorentz transformation preserving the space-time metric can be rep-
resented as a combination of the three transformations. The concept of en-
ergy and momentum, within this framework, arise as the generators of 
transformations on the group of translations. Whilst this group in the rela-
tivistic case is the Lorentz group, the corresponding group in the non-rela-
tivistic case is the Galilean group. In both cases, the concept of energy, 
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which is used as total relativistic mass, appears as the generator of time 
translations. In this context, Saunders views the relationships between the 
concepts of the rest mass in both physics as involving the group structure:  

The non-relativistic mass, in contrast, has a quite different inter-
pretation … , bound up with more detailed properties of the re-
spective Lie algebras: in the case of the [inhomogeneous Galilean 
group], to the ‘neutral elements’ of the algebra (it therefore de-
fines the momentum and the energy in conjunction with the ve-
locity); in the relativistic case to the Casimir invariants (a function 
of elements of the Lie algebra, not a separate element). In both 
cases these quantities have vanishing Lie bracket with every ele-
ment of the Lie algebra; they are therefore conserved. One has a 
quite reasonable understanding of their inter-relationships as pro-
vided by the theory of group contractions. (Saunders 1993, 304) 

  So, by introducing the concepts of the energy-momentum 4-vector and 
the rest mass, the relationships between the concepts of mass can be cap-
tured. This concept unifies mass, energy and momentum without attempt-
ing to unify its physical nature. This unification is incapsulated by the com-
mon mathematical equations and group structures. One can say that the 
common mathematical structures, which survive scientific revolution, are 
in fact what theoretical terms refers to. Accordingly, Kuhn’s attempt to use 
the concept of mass to support the occurrence of a radical conceptual change 
does not succeed.  

4. The case of incommensurable space-time measurements  

 While the above case for the revolutionary conceptual change in the 
notion of mass is not supported by space-time geometry, Kuhn’s other case 
for the incommensurability thesis as applied to the Newton-Einstein shift is 
concerned with an alleged conceptual change in the notion of space-time 
itself. In the rest of this section, I will argue that this case also in fact fails 
to show that the development of Einsteinian physics was revolutionary.  
 According to Kuhn, given that the concept of space and time provides 
the foundation of both Newtonian and Einsteinian physics, the change of 
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these concepts generates a revolution in the conceptual network. The tran-
sition from Newtonian to Einsteinian physics can be characterized as a ho-
listic one in the sense that it involves changes in a range of other interrelated 
concepts:  

To make the transition to Einstein’s universe, the whole concep-
tual web whose strands are space, time, matter, force, and so on, 
had to be shifted and laid down again on nature whole. (Kuhn 
1962, 149) 

 Within Newtonian physics, simultaneities and temporal intervals be-
tween any two events are all absolute in that they are the same for all 
inertial observers. In other words, two events that are simultaneous for an 
inertial observer are simultaneous for any other inertial observer regardless 
of her relative motion, and the same holds for temporal intervals. Spatial 
intervals between two simultaneous events are also absolute. Within Ein-
steinian physics, on the other hand, simultaneity, and both temporal and 
spatial intervals between any two events are all relative to the motions of 
inertial observers. 
 Kuhn maintains that these differences between the two theoretical 
frameworks show that the conceptual change involved was revolutionary. 
Advocates of the competing paradigms, according to Kuhn, experienced a 
“transition of vision,” which meant that the two sets of scientists observed 
totally different worlds: 

One [set of scientists] is embedded in a flat, the other in a curved, 
matrix of space. Practicing in different worlds, the two groups of 
scientists see different things when they look from the same point 
in the same direction. (ibid., 150)3 

 First of all, we need to ask what the occurence of this “transition of vision” 
exactly involves in this context. In the aforementioned first quotation, Kuhn 

                                                 
3  This clearly separates Kuhn’s revolutionary view from any evolutionary view. 
The latter must maintains that the realtivistic modifications of kinematic and dyna-
mic concepts conserve or quasi-conserve essential observational and theoretical com-
ponents of Newtonian physics. An evolutionary view, for example, claims the conti-
nuity of relativistic kinematic and dynamic concepts in the classical limit. 
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suggests the occurrence of a change in the relationship between the funda-
mental conceptual elements, i.e., a structural change of the whole conceptual 
network. And the second quotation refers to a change of empirical substruc-
tures as a result of the conceptual change. So, given that measurements are 
essentially interwoven within different space-time concepts, they cannot pro-
vide a neutral basis from which to evaluate the relative empirical strengths 
of the two theories. Accordingly, the incommensurablity thesis involves the 
claim that no neutral observational basis exists due to theory ladenness.  
 Kuhn’s conclusion is based on two premises, (1) the revolutionary con-
ceptual change in notions of space and time, and (2) theory-ladenness of 
the measurements highlightened by those conceptual changes. From these 
two premises, Kuhn concludes that no neutral observational grounds exist 
for comparisons between the measurements in Newtonian and Einsteinian 
physics.  
 Two strategies might be employed to undermine Kuhn’s argument. The 
first is to undermine one or both of the above premises. The second strategy 
is to argue that Kuhn’s conclusion cannot be guaranteed even if we accept 
both premises. I will choose the second strategy. In this section, I will not 
attempt to undermine either the claim of the revolutionary development of 
the concept of space and time, or that of the theory-ladenness of the meas-
urements based on the two different space-time theories. The strategy is 
instead to employ the very weapons of Kuhn’s own argument. What will be 
argued is that even if we admit that radical conceptual changes occurred in 
the notions of space and time and we accept the theory-ladenness of the 
measurements at issue, there still exists a neutral observational basis from 
which to evaluate the relative evidential strengths of Newtonian and Ein-
steinian physics.  
 We need first to take a close look at the way Kuhn’s premises can be 
understood within the context of this theory-change. As for theory-laden-
ness, the measurements of length are, as both sides agree, made with rigid 
rulers. It seems that all that the measurements with the rulers show is that 
if their two arms were aligned, their ends would coincide. How, then, can 
they be “theory-laden”?  
 Yet, it can in fact be argued that measurements with these instruments 
are dependent on a specific space-time theory, given that the length and 
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interval of a rigid ruler and a clock are interpreted differently with respect 
to the two possible embedding theories. This is because the embedding the-
ories are concerned with the spatio-temporal intervals between events them-
selves. Given that the length of two different ends of the rigid rods repre-
sents the relationships between two different spatio-temporal events, it 
could be differently interpreted with respect to different space-time theories. 
The length of a rigid ruler and the interval measured by a clock, according 
to Newtonian physics, are interpreted as invariant irrespective of their state 
of motion. On the other hand, within Einsteinian physics, the same instru-
ments are posited as possibly experiencing length contractions due to their 
state of motion.  
 If, on the contrary, the measurements of spatio-temporal intervals em-
ploy instruments such as a light pulse and a clock, then theory-ladenness of 
spatial measurements occurs in the opposite way. Geroch shows how the 
measurement of spatio-temporal intervals is possible with light pulses and 
clocks (Geroch 1981, 69–72). Light pulses can be employed to probe space-
time because “light, once emitted, moves within the environment of space-
time, independently of what the emitter was doing” (ibid., 72). And by 
employing mirrors, “one can arrange for the light to get back to us to tell 
us what space-time is like” (ibid.). Observers who carry a clock with them 
can evaluate the spatio-temporal intervals between the observer and a spe-
cific event by evaluating the time it takes for the light sent by them to be 
reflected back from the event. The clocks carried by moving observers are 
obviously neutral between Newtonian and Einsteinian theories. Within the 
latter framework, the temporal intervals of the clock are distorted only 
when an observer measures the clocks of the others which are in motion 
relative to the observer. In the case of measuring the observer’s own clock, 
its measurement results will be identical regardless of whichever theory it 
is based on. Yet, the light pulses are laden with a specific space-time theory 
here. According to the special theory of relativity, the speed of the light 
pulses is constant regardless of the motion of an observer relative to the 
light source. Yet, in Newtonian physics, the speed of light pulse is posited 
to change depending on the observer’s motion with respect to the light 
pulse. Given that the dimensions of the same instruments for the measure-
ment of spatial intervals are differently interpreted in different theories, it 
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seems that the instruments by no means provide a neutral observational 
basis between the two theories.  
 Consider, for example, the Michelson-Morley experiment. As it was de-
signed to measure the effect of the ether on the speed of light pulses, this 
experiment can in fact be interpreted as measuring the structure of space-
time. To detect the effect of the ether, the apparatus is equipped with an 
interferometer, which is posited as being at rest with respect to the earth 
moving through the ether. The idea of the experiment is to compare the 
speed of light pulses moving through the ether frame with the speed of light 
pulses perpendicular to the frame. By using half-silvered mirrors, light 
pulses are reflected to travel back and forth along two different directions, 
once along the direction of motion of earth and once at right angle to that 
motion. Although this experiment was originally designed to measure the 
speed of light with respect to the frame of ether, we can also employ this 
experiment in order to examine whether or not Lorentz contraction occurs.  
 The occurrence of length differences for these two distinct round-trip 
journeys can be employed as an appraisal of Newtonian and relativity the-
ories. In this experiment, the existence of a length contraction of the inter-
ferometer arms is a component that plays a crucial role in producing the 
length difference of the two round-trip journeys, which is the key to the 
appraisals of Newtonian and Einsteinian physics. When this experiment is 
prepared, an ordinary ruler is employed to determine the lengths of the 
interferometer arms. We also could think of the case that the experimental 
design employs light pulses and clock in order to determine the lengths of 
the interferometer arms. In both cases, when one assumes that the ruler (or 
light pulses and clock) can be employed to determine the lengths of the 
arms, one assumes the very theory to be appraised (Laymon 1988, 250). 
The former case employing the ruler assumes that there does not exist Lo-
rentz contraction effect, while the latter using light pulses assumes the op-
posite. Then, do the difference of the concept of space-time and the theory-
ladenness of space-time measurement guarantee the incommensurability 
Kuhn suggested?  
 Our answer is ‘no.’ Although one admits that a component of the ex-
periment is theory-laden as mentioned, this experiment still produces a neu-
tral observational basis for the appraisal of Newtonian and Einsteinian 
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physics (Laymon 1988, Cho 1996). Consider the lengths of round-trip jour-
neys that are experienced by (1) the light pulses moving through the ether 
frame and (2) the light pulses moving perpendicular to the frame. In the 
original experimental setting, where c and v are the velocity of light and 
the earth in its orbit respectively and D is the distance of interferometer 
arm length, (1) is calculated as 2D/(1 + v2/c2), while (2) is 2D(1 + v2/c2)-1/2, 
which is 2D(1 + (v2/2c2)) if terms higher than (v/c)2 are neglected. (See 
Appendix B) As Michelson and Morley rotated the whole apparatus 
through 90o, the predicted displacement of the interference fringe becomes 
2D(v2/c2) (Michelson and Morley 1887, 336). 
 In order to consider the possibility of the Lorentz contraction of the 
interferometer arms, we can consider a modified analysis of the result of the 
experiment, which assumes that the interferometer arm lengths can vary 
(Silverstein 1914). In other words, the interferometer arm that is parallel to 
the motion through the ether frame experiences Lorentz contraction. Ac-
cording to Laymon, whichever theory we employ, the length of the two 
paths of the light travels in the two different directions, is calculated as the 
same, if terms higher than (v/c)2 are neglected (Laymon 1988). The exist-
ence or non-existence of contraction of the moving ruler by no means influ-
ences the anticipated effect of the difference of the lengths of the two paths. 
This result stems from the fact that the final outcome is a function of the 
sum of the lengths of the two interferometer arms, i.e., the lengths of arms 
initially parallel and the lengths of arms orthogonal to the direction of mo-
tion. Let the length of the former be Dh and the length of the latter be Dv. 
Given a 90o rotation of the interferometer, the anticipated path length 
change is [Dh + Dv](v2/c2), which is a function of the sum of the interfer-
ometer arm lengths. When we assume the hypothesis of Lorentz contraction 
to decide the length of the rulers, the corrected Dh, when an ordinary ruler 
yields a value of 11 meters for both Dh and Dv, Dh is calculated as 11(1 – 
v2/c2)1/2. Ignoring higher order terms, Dh is obtained as 11(1 – (v2/2c2)). 
Inserting this corrected value as an input value, the fringe shift becomes 
2[11 + 11(1 – (v2/2c2))](v2/c2). This then yields 2[11 + 11](v2/c2) by ex-
panding and ignoring terms of higher than second order. (See Appendix C) 
 This is the same as the anticipated measurement in the case that no 
contraction of the ruler is assumed. So whether or not the length contraction 
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is posited, the derived result of the fringe shift is the same. From this cal-
culation, Laymon concludes: 

All of this means that while it is true that the actual length of 
the interferometer arms is a varying function of the very theories 
to be tested, when measuring that length the computational effect 
of assuming different theories from among the set to be tested is 
inconsequential. Hence, the phenomena (of fringe shift in rotating 
equal-arm interferometers) can be determined with an accuracy 
sufficient for testing the relevant theories regardless of which of 
the competing theories is chosen to specify the measurement pro-
cedures to be used to determine the experimental initial condition 
of length. (Laymon 1988, 252–53) 

 We can see that, although a component of the measurement depends on 
a specific space-time theory, the experiments, whichever theories we em-
ploy, still provide a neutral observational basis for the appraisal of Newto-
nian and Einsteinian physics. So, theory-ladenness of the measurements 
highlightened by those conceptual changes within space-time theories does 
not guarantee Kuhn’s conclusion of the non-existence of neutral observa-
tional grounds in the comparisons between the measurements in Newtonian 
and Einsteinian physics. 

5. Conclusion 

 It has been argued that Kuhn’s incommensurability thesis is by no 
means supported by his own cases employing the concept of mass and space-
time measurement within Newtonian and Einsteinian physics. Kuhn claims 
that the conceptual change in the notion of mass supports his incommen-
surability thesis, and also that this thesis is supported by the non-existence 
of a neutral observational basis for space-time measurements, stemming 
from the conceptual change in the notion of space-time. Yet, as regards the 
first, it has been argued that the concept of “relativistic mass,” which Kuhn 
claims to be incommensurable with its classical counterpart (classical mass), 
is not in fact a physically meaningful concept. Furthermore, by introducing 
the energy-momentum 4-vector, we can clearly see the inter-relationship 
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between classical mass and its relativistic counterpart. And as regards the 
second case, it has been argued that although such space-time measure-
ments are in a sense theory-laden, a neutral observational basis between 
Newtonian and Einsteinian physics can nonetheless really be secured. Ac-
cordingly, these two cases fail to support Kuhn’s incommensurability the-
sis. 

Appendix A 

 The concept of continuous symmetry, such as rotational symmetry in 
3D Euclidean space and Lorentz symmetry in Minkowski space-time, can 
be captured by Lie groups. Lie groups are manifolds that form groups. A 
manifold is a space which resembles Euclidean space in a small neighbor-
hood of each point. For the manifold to be a Lie group, a group multiplica-
tion between every pairs of points of the manifold can be defined. 
  This employment of a Lie group inherits the intuition of Felix Klein’s 
Erlangen program, which emphasizes the formal properties of symmetry 
groups in characterizing differential equations and geometrical objects.  
 According to this program, symmetry groups determine the essence of 
equations and geometries, since their genuine characteristics are the invar-
iant quantities under a group of specific transformations. For example, in 
Newtonian space-time, the transformations between coordinate systems rep-
resenting inertial frames form Lie groups, and the symmetries of these 
groups distinguish the invariant geometric objects, independently of the 
choice of any specific reference frame. Along these lines, in Minkowski space-
time, the Lorentz transformation, which incorporates the transformations 
of rotations, boosts and translation on R4, forms a Lie group. That is, the 
Lorentz transformation preserving the space-time metric can be represented 
as a combination of the three transformations.  
 A set of group generators is a set of group elements such that repeated 
application of the generators on themselves and each other can produce all 
the group elements. At this point, one can see the connection between the 
existence of conserved quantities and symmetry properties of a given phys-
ical system. The concept of energy and momentum, within Newtonian 
framework, arise as the generators of the group of temporal and spatial 
translations. 
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  Whilst this group in the relativistic case is the Lorentz group, the cor-
responding group in the non-relativistic case is the Galilean group. In both 
cases, the concept of energy, which is used as total relativistic mass, appears 
as the generator of time translations. 

Appendix B 

 As Michelson and Morley (1887) define, c is the velocity of light, v is 
the velocity of the earth in its orbit respectively and D is the distance of 
interferometer arm length. The calculations of the lengths of round-trip 
journeys that are experienced by (1) and (2) can be given as follows. 
 Let T = time that light occupies to outgoing pass, and T1 = time that 
light occupies to returning pass. Then, T is calculated as D/(c + v), and 
T1 is calculated as D/(c + v). And the whole time of the round-trip is T + 
T1 = D/(c – v) + D/(c + v) = 2Dc/(c2 – v2) = 2Dc/[c2(1 – v2/c2)] ~ [2D(1 
+ v2/c2)]/c, if terms higher than (v/c)2 is neglected. So, the length of round-
trip journeys, i.e., (1), is c(T + T1) = 2D(1 + v2/c2).  
 The calculation of the time of the round-trip of other path is similar as 
the derivation of the time dilation employing a light pulse. The travel time 
of the round-trip of a light pulse is 2D/(c2 – v2)1/2 = 2D/[c2 (1 – v2/c2)]1/2 = 
[2D(1 – v2/c2)– 1/2]/c, which is [2D(1 – (v2/2c2))]/c if terms higher than (v/c)2 
is neglected. Accordingly, its length, i.e., (2), is 2D(1 + (v2/2c2)).  

Appendix C 

 Lorentz constructed his ether theory which explains the undetectability 
of the relative motion of ether with respect to earth. According to this 
theory, the frame of ether can be distinguished as Newton’s absolute space. 
And the length contraction of a body in line with its motion explains the 
null result of the Michelson-Morley experiment. 
  A central idea of Lorentz ether theory is summarized as the “theorem of 
corresponding states”. The theorem says that the laws of electromagnetics 
are invariant irrespective of the choice of the reference frame, i.e., whether it 
is measured with respect to the stationary ether frame or the moving one.  
 The length contraction of a moving body in its moving direction enables 
physicists to identify the “preferred” reference frame based on Lorentz’s 

https://en.wikipedia.org/wiki/Time_dilation
https://en.wikipedia.org/wiki/Time_dilation#Simple_inference_of_time_dilation_due_to_relative_velocity
https://en.wikipedia.org/wiki/Length_contraction
https://en.wikipedia.org/wiki/Frame_of_reference
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ether. The formula of the length contraction is given as l = lo(1 – v2/c2)1/2  

~ lo(1 – (v2/2c2)), where lo is the length with respect to the stationary ether.  
 In the Michelson-Morley experiment, the distance of interferometer arm 
length is set to D whether it is measured in its moving direction or its 
perpendicular one. Then, the predicted displacement of the interference 
fringe is calculated as 2D(v2/c2). (see Appendix 1) In contrast, under the 
assumption that the interferometer arm lengths can vary in accordance with 
Lorentz ether theory, the predicted displacement of the interference fringe 
is calculated as 2(Dh + Dv)(v2/c2). 
 Since Dh is what Lorentz contraction is applied to, Dh is calculated as 
11(1 – v2/c2)1/2 ~ 11(1 – (v2/2c2)). (Dh with respect to the stationary ether 
is measured as 11 meters, as Michelson and Morley prepared.) Inserting this 
corrected value as an input value, the predicted displacement of the interfer-
ence fringe becomes 2[11 + 11(1 – (v2/2c2))](v2/c2) = 2[11 + 11 – 11(v2/2c2)] 
(v2/c2). This then yields 2[11 + 11](v2/c2) by ignoring terms of (v2/c2)2. 
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Abstract: In this short paper, I focus on several properties of so-called 
Hybrid View of Fictional Characters. First, I present the theory to 
detail needed for the discussion I am to put forward. Then I present 
several remarks on the consequences of the theory, mainly the prob-
lem of identifying of fictional characters and the problem of modal 
properties of sentences containing fictional names.  
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1. Introduction 

 Hybrid View of Fictional Characters (HV) was now presented and de-
fended by Glavaničová on several occasions (see mainly Glavaničová (2017), 
(2018)).1 The theory was questioned by Kosterec in (2018). Glavaničová 

                                                 
1  The ‘hybridity’ of the view stems from its sharing of particular features of theo-
ries on both sides of the discussion between realists and anti-realists about the fic-
tional characters. More on this later. 
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presented a response in (2020). This piece can be considered as another step 
within that discussion. First, let’s present the theory in short.  
 The theory tries to pose itself within the field of discussion about the 
metaphysical (and semantical) properties of so called purely fictional char-
acters. These are supposed entities that seem to stand for the proper-name-
like terms of non-actual entities within the works of (literary) fiction.2 The 
most prominent example in the discussions (still) seems to be Sherlock 
Holmes.  HV is not (at least in its present state) yet applied to discussions 
about the properties of actual characters which take part in the works of 
fiction (e.g Napoleon in War and Peace).3 The theory take stand between 
so called realists, who pose fictional characters as real (existent) entities 
and anti-realists, who are against such position. There are no fictional char-
acters according to the position. HV presents its position form the outset of 
suppositions in which we use fictional names. HV is based on the assump-
tion that the differences between proper names in normal non-fictional con-
texts and proper-name-like terms within (meta)fictional contexts are 
enough to enable us to consider their semantics and metaphysics as different 
(or at least not necessary identical).4  
 The fictional names (proper-name-like terms of characters within con-
text of fiction), according to HV, are used in several different suppositions. 
HV prominently discusses two of them: supposition de dicto and de re. A 

                                                 
2  We have to be careful here. Fictional names (or rather proper-name-like terms) 
are not proper names according to Glavaničová’s theory (following Currie, Predelli 
and Zouhar, among others). Further, fictional characters (according to the Glava-
ničová’s theory) are actual (albeit abstract) entities. Thanks to an anonymous re-
viewer for urging me to clarify on these points. 
3  Glavaničová did not discuss these cases much in her (2017) and (2018). The 
focus of those works is on purely fictional names only. The discussion about the 
applicability of the theory on these cases is yet to come. The theory seems to be at 
least prima facie applicable within that field. The application of the theory, however, 
depends on the position one takes (argues for) in the case of proper-names-like terms 
for actual individuals used in fiction. If these are not taken to be proper names, then 
HV is applicable. If these are to be taken as genuine proper names, HV does not 
seem to be applicable (according to the theory, genuine proper names are not fictio-
nal names). Thanks to an anonymous reviewer for pressing me on this point. 
4  The theory makes no claims about proper names and their semantics, however. 
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fictional name is used in supposition de dicto when we speak about the 
sense of fictional name. The theory states we speak about some hyperinten-
sion, when we use the fictional name with supposition de dicto. This enables 
us to consider the sentences like Sherlock Holmes is a fictional character as 
true without the need to postulate any real individual. We use fictional 
names with supposition de re, when we (try to) speak about the individual 
it stands for, as it seems to be the case in Sherlock Holmes is a detective 
when considered within the context of fiction. According to HV, there is 
necessarily no such individual and the sentence is either denotationless or 
false, yet it is meaningful. In short, according to HV the fictional names 
have a hyperintension as its content. Presumably different fictional names 
stand for different hyperintensions. Each such hyperintension denotes nec-
essarily empty intension and there is no extension for such names. The 
theory presupposes a semantic theory detailed enough to differ among hy-
perintensions, intensions and extensions of fictional names. The theory has 
realist facets in that it supposes there is something connected to fictional 
names, at least when we use fictional names de dicto, i.e. some sense, hy-
perintension. On the other hand, the theory is anti-realist when speaking 
about the use of fictional names de re. From this the ‘hybridity’, at least 
when posed within the discussion between realists and antirealists. From 
semantical point of view, there is no ‘hybridity’ – fictional name has hyper-
intension, intension and lacks extension.5 The supposed ambiguity of fic-
tional names when used in different context (fictional, meta-fictional, …) 
stems from different supposition in which we use the same fictional name. 
It seems that we use fictional names in supposition de dicto in meta-fictional 
contexts and with supposition de re in fictional contexts.  

2. The problem of identification  

 Kosterec (2018) criticized theory in state presented by Glavaničová 
(2017) mainly due to its supposed presupposition of use of Transparent 
Intensional Logic (TIL). Glavaničová (2018) and (2020) made it clear that 

                                                 
5  Therefore, according to the theory, fictional names always lack referent. 
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the theory does not presuppose TIL.6 The main problem seemed to be the 
individuation of fictional characters. Why is Sherlock different from Wat-
son? According to the actual state of HV, it is because there are different 
hyperintensions for ‘Sherlock’ and ‘Watson’. Fair enough. But wait a mo-
ment, why are these hyperintensions different? For example, in TIL, the 
difference between hyperintensions stems from the inductive definition 
based on non-hyperintensional level. Also, HV does not just presuppose that 
there are different hyperintensions for ‘Sherlock’ and ‘Watson’. HV contains 
reasons, why these hyperintensions seem to differ. This in turn will provide 
some answer to the question of identifying and discerning among fictional 
characters. So, what is the root of the difference according to HV? In short, 
sets of requisites. The hyperintensions differ because there are different sets 
of requisites connected to them. For example, Sherlock is a detective, 
Holmes is a doctor. And because their sets of requisites are supposed to 
differ, they are different hyperintensions and consequently different fictional 
characters. HV, however, does not provide any mechanism or defined crite-
ria for the sets of requisites, although there seems to be some work in pro-
gress (see Jespersen – Duží - Glavaničová (2020)). HV in its actual state 
just presupposes that fictional characters differ because they have different 
sets of requisites.  
 This is my main problem with the theory in its actual state. As soon as 
we have fictions with more than just one fictional character (e.g. Holmes 
stories), the theory is in danger of circularity when it comes to explaining 
the difference among sets of requisites of fictional characters. According to 
Glavaničová, there is some sense, in which it is essential for Sherlock to be 
a detective. It is essential for the story.7 It seems to be essential for the 
story, that Sherlock is a detective. It also seems to be essential for the story, 
that Watson is a doctor. What else, however, seems to be essential for the 
story, is that Sherlock is a friend of Watson and that Watson is a friend of 

                                                 
6  Although she assumes HV can be stated also within TIL. I have yet to see such 
proper formulation, which either respects seeming simplicity of content of ficitonal 
names (And I have big doubts that it is feasible within TIL) or presents some com-
plex hyperintensions as meanings of fictional names. From what I have seen during 
several conferences, the second option seems to be the assumed possibility. 
7  See Glavaničová (2018, footnote 18). More on that later. 
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Holmes. Now, if we are to consider these relational properties to be requi-
sites (and nothing blocks us in the actual state of HV), then we have a 
problem. In order to differentiate between fictional characters, we are to be 
able to discern between their correspondent sets of requisites. Ok, in order 
to do that, we have to be able to discern between those sets. The only 
identity criteria of sets (after all influences of interpretation, contexts and 
whatever are resolved) is given by its elements (if any). Now the elements 
of sets of requisites are requisites. Therefore, in order to distinguish between 
Sherlock and Watson, we have to be able to distinguish between the requi-
sites within their requisite sets. But, then we shall be able to distinguish 
between the requisites is a friend of Watson and is a friend of Sherlock. 
But in order to do so, we have to be able to differ, once again, between 
Sherlock and Watson. That is a circle.8 A reply could be posed, that these 
relational properties are not essential for this story. That would probably 
miss the point. First, Sherlock and Holmes are famous duo. It would be 
strange to consider their friendliness (or other convenient relation) as acci-
dental for the story. Second, the point can be stated more generally, the HV 
conditions for differentiating among fictional characters are circular for fic-
tions for which it is essential that a fictional character is in some relation 
to some (other) fictional character. And, because these seem to be very 
much abound, the use of HV is problematic for analysis of great deal of 
fictions. The point could be even stronger, if there is some essential relation 
a fictional character must be in with itself. Then the theory would not be 
usable at all. Be that as it may, other worries by Kosterec, connected to 
the semantical model of fictional names in HV, still stand: e.g.:  

Glavaničová seems to suggest the possibility of new criteria of 
identity of constructions. It can be done, but at the cost of leaving 
TIL (at least in its present forms). One way or the other, her 
proposal will still have problems in both intensional and exten-
sional contexts, since the contexts respect the substitution of 
equivalent constructions salva veritate. (Kosterec 2018, 123) 

                                                 
8  The same point, in fact, was posed by Fine in (1982) for theories not dissimilar 
to HV. 
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3. The modal profile 

 The question, what is essential for the story (again after all the mumbo-
jumbo about the influences of interpretations, context and whatever is re-
solved) leads me to my second remark. Kosterec (2018) states: 

As far as “Sherlock Holmes need not be a detective” is true within 
the fiction, the proposal has bad results. According to it, proper-
ties are ascribed to individual offices as their requisites. That 
means, however, that a fictional character (denoted by the use of 
a fictional name) has all its properties necessarily. If Sherlock 
Holmes is a detective it is necessary that Sherlock Holmes is a 
detective. In short, as far as there is a nontrivial modality within 
fiction (i.e. characters have at least some properties merely pos-
sibly), Glavaničová’s proposal fails. (Kosterec 2018, 123) 

 Now, the last clause of the quotation is wrong. Glavaničová made it 
clear in (2018) that the sentences containing fictional names, when consid-
ered in the context within the fiction are not with supposition de dicto:  

Still, it may be useful to apply the pretense theory in de re con-
text. We could get into the context of the story and speak about 
Sherlock Holmes as if he was a real person (despite there being 
really no such person). (Glavaničová 2018, 71) 

It is correct, that in supposition de dicto the sentence Sherlock Holmes is a 
detective is necessarily true as soon as being a detective is considered 
Holmes’ requisite. But that seems to be mainly the feature of use of that 
sentence in meta-fictional contexts. It is not accurate to claim (or it is at least 
not the only possible option), however, as Kosterec presupposed in 2018), 
that HV assumes that the fictional name within the fictional contexts is used 
with the supposition de dicto. On the other hand, though, HV seems to be 
then dependent on some other theory (e.g. pretense) when dealing with the 
supposedly true readings of sentences Sherlock Holmes is a detective within 
the fictional contexts (and therefore presumably in supposition de re).9 HV 
                                                 
9  To be more precise, there are no such supposedly true readings according to the 
theory (for the fiction contexts) – so there is no such dependence, once we agree 
with the assumption, that these sentences are either false or truth-valueless. If we do 
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is to explain the truth conditions of sentences simpliciter. It does not con-
tain or explains truth-in-fiction condition of investigated sentences, … yet: 

More should be said about the generation of requisites, and my 
suggestion is to employ some plausible account for the computing 
of truth in fiction and generate requisites in terms of it. But that 
is a very nontrivial task for another time. (Glavaničová 2018, 67) 

 In general, we should discern when speaking about truth simpliciter and 
truth-in-fiction. We should differ between modal properties of stories and 
modal properties of sentences within the stories. Glavaničová seems to con-
sider stories analogous to axiomatic theories (see Glavaničová 2018, foot-
note 18). It seems possible, that Doyle could write different Holmes stories. 
What, on the other hand, seems to be a consequence of HV is that there 
are some essentials to the Holmes stories Doyle wrote in this possible world. 
That it is necessary for these stories, that Sherlock is a detective, however, 
shall not be care freely considered equivalent to the modality of that sen-
tence within the fiction. These are in the end, different sentences according 
to HV.  
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 It seems to be clear that the truth value of a sentence such as The most 
populous city in the world is Shanghai can fluctuate: it is true now, but perhaps 
it was not true in the past and it will not be true in the future. And it is 
certainly not true in many imaginable states of affairs alternative to the current 
one. And it may, nowadays, seem obvious that when we talk about necessity 
and possibility we are talking about this kind of fluctuation: we say that some-
thing is possible if there are conceivable circumstances in which the correspond-
ing sentence is true, and we say that it is necessary if all circumstances are of 
this kind. This intuition, it may further seem, was put on firm foundations by 
the Kripkean possible worlds semantics and its various elaborations.  
 However, it would be erroneous to suppose that such intuitions have been 
held by all eminent logicians. True, the logic of possibility and necessity was 
already considered as integral to the agenda of logic by Aristotle, and some 
medieval and post-medieval logicians even mused about possible worlds; but the 
fact is that some of the founding fathers of modern logic, notably Frege and 
Russell, considered necessity and possibility as something that does not belong 
to the core of the subject matter of logic, at least not so that we could have 
something as a modal logic.  
 Why this was so is explained in great detail in Sanford Shieh’s book. This 
volume, the author tells us, will be followed by a second, to be devoted to 
Wittgenstein and C. I. Lewis, whose attitudes to modal logic were much more 
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positive than those of Frege and Russell. Given the ever expanding literature 
on the origins of modern logic and about Frege, Russell, Wittgenstein etc., one 
might ask whether new publications on this subject can add anything really new 
to the already existing body of findings. But Shieh, I think, has managed to hit 
on a novel viewpoint, from which some of the well-known events of the story 
appear in a relatively new light.  
 How could Frege, such a meticulous thinker, we may want to ask, overlook 
the fact that truth is relative to circumstances? The answer is simple: what is 
true or false, he was convinced, are primarily not sentences, but propositions 
(or thoughts, as he would call them), and their truth values are not relative to 
anything. Every proposition is either true, or false, and it is true or false once 
and for all.  
 So what about The most populous city in the world is Shanghai? Is it not so 
that it is true here and now, but it can be false in the future or in an alternative 
world? Frege would say it is true in force of the fact that it expresses a propo-
sition that is true. And it can become false only in force of coming to express a 
different proposition. The proposition expressed by the sentence now is better 
expressed by The most populous city in the world in 2021 is Shanghai, while 
that expressed by The most populous city in the world in 2121 is Shanghai is a 
different proposition.  
 The part of the book devoted to Frege consists of five chapters. In the first, 
Shieh discusses Frege's early philosophy, as it appears especially in Be-
griffsschrift. This is where he discerns the main thesis of Frege's conception of 
judgment, namely that a judgement is the step from a representation (later 
called a thought, the sense of a sentence) to its truth value. This made him part 
ways with Kant, whose views form the baseline of Frege's philosophy. It is 
already here that Frege expresses his reluctance to consider necessity or possi-
bility as pertaining to the content of judgment, or to accept that necessary truth 
and possible truth are subspecies of truth.  
 In Chapter 2 Shieh discusses what he calls Frege’s amodalism, viz. the con-
viction that truth cannot be relativized in any of the ways we now know from 
Kripkean possible world semantics and its later variations. Why Frege holds 
this view is discussed in great detail in Chapter 3. Here the author pursues 
Frege’s view, that a judgment is a step from a thought to its truth value, 
through to its consequences. Shieh argues that the theory of truth held by Frege 
was in the redundancy theory genre, according to which “recognizing the truth 
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of a thought supervenes on recognizing the obtaining of what that thought rep-
resents”. Frege himself holds that truth is undefinable, and Shieh argues that it 
is this overall conception of truth that prevents Frege from accepting that it 
need not be absolute.  
 In Chapter 4 the author explores the details concerning Frege’s explaining 
away the intuition that truth, especially the truth of sentences, is relative. As I 
mentioned above, Frege’s basic explanation was that a sentence can change its 
truth value only when it changes the proposition (thought) it expresses; and 
propositions are absolute because they incorporate all the factors to which they 
could be relative: thus, a proposition is not relative to times, because it always 
incorporates a specific time to which it relates etc. In this chapter Shieh also 
discusses Frege’s reluctance to assimilate necessity to other historically “tried 
and true” concepts, such as analyticity or apriority.  
 In Chapter 5 Shieh discusses Frege’s general views on the nature of logic. 
According to him, the question central for Frege was “what is it for a thought 
to be self-justifying, and how do we know which thoughts are self-justifying?”, 
and Frege's answer was "that a thought is self-justifying just in the case it is 
true in virtue of its logical structure.”  
 So in the case of Frege, the situation is relatively transparent. In the third 
realm, where thoughts reside, there is no room for empirical circumstances, 
hence no room for non-absolute truth or falsity, and hence no room for necessity 
and possibility. The problem, of course, is that the truth values of the sentences 
we use to communicate do usually depend on the context of their utterance, on 
time, on the state of the world etc. The propositions expressed by such sentences 
would have to “absorb” all these dependencies. Not only would they have to 
contain the exact time to which they refer, but also an indication that we are 
in the world we are etc. This all makes Fregean thoughts extremely chimeric.  
 The situation is much more complex with Russell, whose intellectual journey 
was more tortuous. After flirting with Hegelian and Bradleyian idealism he (ac-
companied by Moore) developed his non-idealistic theory of propositions, after 
which he came to conclude that no such self-standing entities as propositions 
can exist. In Chapter 6 Shieh maps the twists and turns of Russell's philosoph-
ical journey from Bradley to his rejecting of idealism and his attempting at an 
account for the necessity of mathematics.  
 In Chapter 7 the author discusses the after effects of Russell's (and Moore’s) 
parting ways with Bradley and developing his own theory of propositions. At 
the end of this period, Shieh claims, he reached a view of necessity not too 
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dissimilar to Frege’s: he rejects necessity and possibility because he holds truth 
to be absolute. Shieh quotes Russell: “there seems to be no true proposition of 
which there is any sense in saying that it might have been false.... What is true, 
is true; what is false, is false; and concerning fundamentals, there is nothing 
more to be said. (The principles of mathematics, §430, 454)”. In Chapter 8 Shieh 
anatomizes some further consequences of Russell’s rejection of idealism.  
 In Chapter 9 Russell's general views of the nature of logic are discussed. 
Shieh claims that for Russell logic is primarily a theory of the relation of (ma-
terial) implication standing among propositions and determining the logically 
valid inferences from propositions to propositions. Strangely, we come to know 
this relation by a process “akin to sense-perception”. Chapter 10, the book’s 
final chapter, then summarizes the reasons for Russell's rejection of necessity 
and possibility in his post-idealistic period. Russell, according to Shieh, main-
tains that the intuitions we have about necessity and possibility turn out, on 
close scrutiny, to be incoherent.  
 It might be considered an embarrassment not to present any criticism of a 
book under an extensive review. But Shieh’s book is a fine piece of meticulous 
scholarship, with no glaring omissions. It clearly results from an immense 
amount of work. It is perhaps not deeply revelatory, for the details of Frege’s 
and Russell’s contributions to logic have already been thoroughly explored, but 
Shieh unleashes a novel slant, which allows him to bring to light some connec-
tions that were not discernible before. In this sense, the book ranks alongside 
the most important contributions to the exploration of the history of modern 
logic. 
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