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ABSTRACT: In this paper significant challenges are raised with respect to the view that explanation essentially involves unification. These objections are raised specifically with respect to the well-known versions of unificationism developed and defended by Michael Friedman and Philip Kitcher. The objections involve the explanatory regress argument and the concepts of reduction and scientific understanding. Essentially, the contention made here is that these versions of unificationism wrongly assume that reduction secures understanding.
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1. Introduction

In post-Hempelian discussions of the nature of scientific explanation it is commonplace to note that one of the main functions of such explanation is to yield understanding, more specifically, scientific understanding.¹ That

---

¹ See (de Regt 2017) and (de Regt, et al. 2009).
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Hempel’s covering-law model(s) of explanation failed to adequately account for this desideratum is one of the reasons that motivated the general rejection of the Hempelian account(s) of explanation. It is apparent then that a theory of scientific explanation that does not show how explanations of these sorts yield such understanding is ipso facto inadequate. We can refer to this constraint on theories of explanation as the understanding thesis.

This paper explores how this constraint on one of the most prominent theories of explanation is supposed to be satisfied. In particular, it focuses on one of the most widely held successor theories to Hempel’s deductive-nomological and inductive-statistical models of explanation: the view that explanation is a sort of global unification. This is the view that explanation is essentially achieved when a phenomenon or law is integrated into the simplest global system that organizes (or systematizes) our corpus of beliefs. In other words, explanation is a matter of showing how various, apparently unrelated, beliefs can be derived logically from a small set of premises or axioms, thereby reducing the number of beliefs that must be accepted as brute axiomatic beliefs. The argument presented here concludes that standard unificationist theories of explanation of this sort, like the most well-known versions proposed by Michael Friedman (1974) and Philip Kitcher (1981, 1989, 1993), fail to convincingly show how unification yields understanding in any interesting, non-trivial, sense.

Establishing this result involves seriously contending with a particular traditional objection to explanation that has often been blithely ignored. This is the explanatory regress argument (ERA). This wide-s scoped objection to accounts of explanation is based on the observation that explanations

---

2 See (Salmon 1989) for the canonical recounting of the relevant history of the concept of explanation, and (Lambert 1980) for some additional criticisms of the view that Hempel’s covering-law models yield understanding. (Woodward 2017) is also a useful survey of theories of explanation.

3 Kitcher (1981) points out that lurking behind the official, logical empiricist, doctrine espoused by Hempel was a version of the unificationist view he advocates. This implicit view can be found in (Hempel 1965, 1966) and in Feigl’s classic (1970). Prominent contemporary defenders of this view include Friedman (1974) and Kitcher (1981, 1989, 1993).
involve relating the unfamiliar to the familiar, or relating that which is not understood to that which is.\textsuperscript{4} According to the ERA bona fide explanation occurs only when that which is being explained—the explanandum—is explained by something—the explanans—that is already itself explained.\textsuperscript{5} This point can then be related to scientific understanding by noting that understanding is, in an important sense, parasitic on explanation. Understanding can be achieved only by relating what we do not understand to what we do understand. But then (so the criticism goes) we are faced with what appears to be a regress that can be terminated only by the positing of some privileged body of explanatorily primitive unexplained explainers that themselves generate all understanding. As there do not appear to be such fundamental privileged explainers, it seems that if anything is explained at all and anything understood, explanation \textit{must not} require that an explanandum can only be explained by an explanans that is itself already explained. Unificationists often portray themselves as being able to avoid this problem. For example, Friedman explicitly tells us that,

This global view of scientific understanding [unificationism] also, it seems to me, provides the correct answer to the old argument that science is incapable of explaining anything because the basic phenomena to which others are reduced are themselves neither explained nor understood. According to this argument, science merely transfers our puzzlement from one phenomenon to another; it replaces one surprising phenomenon by another equally surprising phenomenon. (Friedman 1974, 18)

However, here it will be shown that unificationist views like Friedman’s do not provide an adequate answer to the ERA, and do not provide an acceptable account of the relation between explanation and understanding.

\textsuperscript{4} This is especially true of (Friedman 1974).

\textsuperscript{5} The real worry behind the ERA appears to be that if we do not require that the explanans is itself explained, we will be forced to posit unexplained explainers to terminate the regress or we must argue that explanation is somehow generated \textit{sui generis} by the explanation relation. In ignoring the ERA, and adopting a global view of explanation the unificationists seem to favor the second option.
It will be argued that in attempting to avoid the ERA and replace Hempel’s covering-law model of explanation, unificationist views fail to connect explanation to understanding in any interesting, non-trivial, sense. The failure on the part of the unificationists to adequately link explanation to understanding non-trivially, is in part the result of the unrealistic epistemic nature of the unificationist view and the acceptance of two dogmatic views about the relationships between simplicity, truth and understanding. To put the point generally, the unificationist view of explanation requires epistemic agents and communities to possess computational resources that far exceed those that are available, and so cannot possibly yield a realistic account of scientific understanding or it leads to skepticism about explanation. Since neither of these views is acceptable, it will be suggested that the unificationist view should be rejected.

On a more positive note, it will be suggested that examination both of the ERA and of the criticisms of the unificationist view reveals that there are two distinct but equally important concepts of scientific understanding that should be distinguished. The first concept is that of semantic understanding. The second is that of reduction. When these different senses of ‘understanding’ are properly distinguished, it is possible to foresee the construction of a complete, non-skeptical and naturalistically acceptable account of explanation that can truly yield an acceptable account of scientific understanding.

2. Explanation as unification

Before turning to the critical appraisal of the unificationist view, we must look at the details of the unificationist theory of explanation. As already noted, the two most prominent versions of unificationism are those independently offered by Michael Friedman and by Philip Kitcher. So, first, we need to examine the basic details of these views with an eye to determining how Kitcher’s and Friedman’s specific unificationist views of explanation are supposed to yield scientific understanding, as per the understanding thesis. Note, however, that sections 2.3 and 2.4 contain presentations of the technical details, respectively, of Friedman’s and Kitcher’s views of explanatory unification and these sections can be skipped or skimmed over.
for those who are not especially interested in the technicalities involved. Ultimately, as we shall see, what is most important is that we note that both Friedman and Kitcher subscribe to a core set of views about explanation that involves unification and simplification that is supposed to satisfy the understanding thesis. Let us then begin by looking at the informal versions of Friedman’s and Kitcher’s views of explanatory unification.

2.1. Friedman, Kitcher and unificationism

Friedman presents a version of the unificationist view that is based on the idea that what we are inclined to regard as being in need of explanation are laws and not ordinarily events, pace Hempel. More crucially, explanation of laws is achieved by showing that the phenomenon described by the target law are really just cases of some other phenomenon described by a more fundamental law. This is just the familiar relation of reduction, and Friedman candidly tells us that,

The central problem for the theory of explanation comes down to this: what is the relation between phenomena in virtue of which one phenomenon can constitute an explanation of another, and what is it about this relation that gives understanding of the explained phenomenon. (Friedman 1974, 6)

So for unificationists like Friedman it would seem to be the case that explanation, and thereby understanding, is supposed to be achieved by reduction. Friedman motivates the consideration of unificationism as a serious option by rejecting as inadequate Hempel’s covering-law model, and what he, respectively, calls the familiarity and intellectual fashions views of explanation.

The intellectual fashions view will be ignored here as it is irrelevant to the issue raised in this paper, but the familiarity view will play a more important role in the arguments to follow. Essentially the familiarity view holds that explanation is a matter of relating the unexplained to the explained by relating the unfamiliar to the familiar. Friedman’s specific criticisms of these views will not be repeated here. However, in criticizing these two views, Friedman importantly establishes a set of three desiderata that any adequate theory of explanation should satisfy:
(DE1) The theory should be sufficiently general.

(DE2) The theory should be objective.

(DE3) The theory should connect explanation and understanding (Friedman 1974, 13-14).\(^6\)

It is clear from the passage quoted in section 1 that Friedman is especially concerned to show that his own account of explanation is capable of satisfying DE3, but he is also careful to explain that,

> When I ask that a theory of scientific explanation tell us what it is about the explanation relation that produces understanding, I do not suppose that ‘scientific understanding’ is a clear notion. Nor do I suppose that it is possible to say what scientific understanding is in advance of giving a theory of explanation. It is not reasonable to require that a theory of explanation proceed by first defining ‘scientific understanding’ and then showing how its reconstruction of the explanation relation produces scientific understanding. We can find out what scientific understanding consists in only by finding out what scientific explanation is and vice versa. (Friedman 1974, 6)

This disclaimer is rather troubling, and this passage contains an anticipation of the criticism that unificationism only trivially satisfies DE3. Later we will return to this issue, but, at this point, it suffices to note that Friedman sees traditional views of explanation as all failing to satisfy one or more of DE1-DE3 and argues that unificationism does not suffer from these problems.

In the place of the more traditional theories of explanation, Friedman then offers us unificationism as a replacement. Friedman’s unificationist theory depends on the following core intuition:

> Science increases our understanding of the world by reducing the total number of independent phenomena that we have to accept as ultimate or given. A world with fewer phenomena is, other things equal, more comprehensible than one with more. (Friedman 1974, 15)

---

\(^6\) DE3 is, of course, just the understanding thesis mentioned in the introduction.
Friedman’s views about explanation then essentially include the following ideas. First, explanation is unification. Second, the best unification is the simplest one. Finally, explanation yields understanding because the simplest unification is the most understandable one. This last point is crucial to note. On Friedman’s view the best unification is understandable because it requires us to accept the total systematization of our beliefs about some body of phenomena that involves the fewest primitive beliefs.

Having laid out the details of Friedman’s view we can now turn our attention to Kitcher’s view, and it is interesting to note that Kitcher’s view was constructed as a sympathetic, but critical, reaction to the deficiencies of Friedman’s unificationist analysis of explanation.\(^7\) Kitcher’s unificationism is then importantly similar to that of Friedman. Most crucially, it is clear that Kitcher and Friedman have (at least roughly) the same sort of idea in mind concerning the issue of how unification yields explanation, and thereby, understanding. Specifically, it is by the reduction of our set of our antecedently accepted beliefs, \(K\), to the simplest systematization of those beliefs that is supposed to issue in greater understanding. This is ultimately due to the simplicity of the reducing set of beliefs. In his (1989) Kitcher explicitly introduces the following principle of acceptance for systematic unifications:

\[
\text{(U) } S \text{ should be chosen over } S' \text{ as the explanatory store over } K, E(K), \text{ just in case } S \text{ has greater unifying power with respect to } K \text{ than } S' \text{ (Kitcher 1989, 477).}
\]

Essentially what Kitcher advocates is that we accept the global theory that best unifies, that best explains, the totality of our antecedent beliefs by showing that they can be derived from a small set of special argument patterns involving a small set of basic (axiomatically accepted) beliefs that, in part, constitute the reducing theory.

As with Friedman’s view what we have here is a form of inference to the best explanation (IBE), where the quality, or ‘bestness’, of an explanation is to be measured in terms of its ability to simplify our global belief system and thus supposedly generate understanding. Kitcher explicitly tells us,

\(^7\) In fact, (Kitcher 1976) is intended to be an explicit criticism of Friedman’s account of explanatory unification.
I have sketched an account of explanation as unification, attempting to show that such an account has the resources to provide insight into episodes in the history of science and to overcome some traditional problems for the covering law model. In doing so, let me indicate very briefly how my view of explanation as unification suggests how scientific explanation yields understanding. By using a few patterns of argument in the derivation of many beliefs we minimize the number of types of premises we must take as underived. That is, we reduce, in a far as is possible, the number of types of facts we must accept as brute. Hence we can endorse something close to Friedman’s view of the merits of scientific explanation. (Kitcher 1981, 529)

So, as with Friedman’s unificationism, such a reduction is supposed to make our global belief system more understandable by reducing the number of independent facts we must accept as basic, and so Kitcher also endorses DE3.

2.2. Friedman’s formal account of unification

For those interested in the technical details, Friedman gives this informal idea a formal treatment as follows. We are to regard a scientific community $C$, at a given time $t$, as accepting a set of law-like sentences $K$. In other words, $K$ is the set of laws accepted in $C$ at $t$. $K$ is to be understood to be deductively closed such that if $S$ is a law-like sentence and $K \vdash S$, then $S \in K$. We are then supposed to accept the systematization of $K$ that reduces $K$ to the smallest set of independently acceptable sentences, where independent acceptability is characterized as follows:

i. If $S \vdash Q$, then $S$ is not acceptable independent of $Q$.

ii. If $S$ is acceptable independently of $P$ and $Q \vdash P$, then $S$ is acceptable independently of $Q$. (Friedman 1974, 16)

Reduction is to be understood formally in the following manner. We first define a partition of the sentence $S$ as the set of sentences $\Gamma$ such that $\Gamma$ is

---

8 As noted previously, readers who are not interested in the formal details of Friedman’s view can skip this section.
logically equivalent to $S$ and each $S'$, where $S' \in \Gamma$, is acceptable independently of $S$. Moreover, a sentence will be $K$-atomic if it has no partition in the sense just defined, and a $K$-partition of a set of sentences $\Delta$ will be a set $\Gamma$ of $K$-atomic sentences logically equivalent to $\Delta$. The $K$-cardinality of a set $\Delta$, abbreviated $K$-card ($\Delta$), is defined as $\inf \{\text{card} (\Gamma): \Gamma$ is a $K$-partition of $\Delta\}$. We then get one of the key concepts of Friedman’s unificationist view. $S$ reduces the set $\Delta$, if and only if, $K$-card $(\Delta \cap \{S\}) > K$-card $(\Delta)$. He then tells us that what we really want reduced is the number of independently acceptable consequences of $S$, $\text{con}_k(S)$.

Friedman then ultimately defines explanation as follows:

\begin{enumerate}
  \item[(DI')] $S_1$ explains $S_2$ if and only if there exists a partition $\Gamma$ of $S_1$ and an $S_i \in \Gamma$ such that $S_2 \in \text{con}_k(S_i)$ and $S_i$ reduces $\text{con}_k(S_i)$. (Friedman 1974, 17)
\end{enumerate}

On this basis, Friedman presents us with a relatively simple formal treatment of explanation as global unification that is supposed to yield understanding because global systematizations with fewer independent phenomena that we must understand primitives are more understandable. Presumably, we are supposed to accept the theory that best explains $K$ for $C$ at $t$, and the best explanation of $K$ is that reduction of $K$ in accord with DI’ that is globally the simplest reduction in the sense of simplicity just specified. Again, it is precisely because such unifications are simpler that they are supposed to be more understandable and this formal model shows how this works in terms of the concept of the simplest reduction.

\section*{2.3. Kitcher’s alternative formal account of unificationism$^9$}

Kitcher too offers a formal account of the unificationist view of explanation, but it is presented in terms of a very different technical framework from that employed by Friedman. In any case, the main idea behind Kitcher’s alternative version of unificationism is captured in the following passage:

\begin{enumerate}
  \item As noted previously, this section can be skipped by those who are not interested in the formal details of Kitcher’s view.
\end{enumerate}
The general problem I have set is that of specifying $E(K)$, the explanatory store over $K$, which is the set of arguments acceptable as the basis for acts of explanation by those whose beliefs are exactly the members of $K$. (For purposes of this paper I shall assume that, for each $K$ there is exactly on $E(K)$.

The unofficial view [unificationism] answers the problem: for each $K$, $E(K)$ is the set of arguments which best unifies $K$. My task is to articulate this answer. (Kitcher 1981, 512)

It is important to note that Kitcher is focusing on the unification of $K$ by appeal to a set of general argument patterns, and argument patterns are not argument forms in the sense employed in modern formal logic. As Kitcher understands them, argument patterns are more context-specific and less abstract than logical argument forms. Moreover, the reducing theory is not merely a set of sentences as in the case of Friedman’s view. According to Kitcher each theory is constituted, in part, by a set of accepted argument styles, or canonical argument patterns that are regarded as ‘good’.

Kitcher elaborates on this idea, and tells us that a generating set $\Sigma$ is a set of argument patterns $\Pi$ such that each argument in $\Sigma$ instantiates a pattern in $\Pi$. A generating set for $\Sigma$ is complete with respect to $K$, if and only if, every argument which is acceptable relative to $K$ and which instantiates a pattern in $\Pi$ is a member of $\Sigma$. To select the explanatory store $E(K)$ we first narrow our choice to those sets of arguments which are acceptable relative to $K$, the possible systematizations of $K$. From among the various generating sets of argument patterns that are complete with respect to $K$, in accordance with $U$ we select that set with the greatest unifying power and we call the selected set the basis of the set of arguments in question. $E(K)$, the explanatory store over is $K$, that systematization whose basis does best by the criteria of unifying power (Kitcher 1981, 519-20). Importantly, this includes the idea that the best systematization is that which is simplest. So, let us then turn our attention to the central concept Kitcher’s account explanation, the concept of unifying power.

Kitcher begins his explication of the concept of explanation as unification by offering a series of related definitions that are to be used in defining what he refers to as a general argument pattern. A schematic sentence is an expression generated by replacement of at least one of the non-logical
expressions in the sentence with dummy letters. For each schematic sentence there must also be a set of filling instructions that specify how the dummy letters are to be replaced. A schematic argument is then a set of schematic sentences, and a classification for such an argument is a set of sentences describing the inferential features of the schematic argument. The classification, in effect, identifies which sentences are premises, which sentence is the conclusion, what logical rules of inference are used, etc. Kitcher then defines a general argument pattern as a sequence of sentences such that:

a. The sequence has the same number of terms as the schematic argument of the general argument pattern.

b. Each sentence in the sequence is obtained from the corresponding schematic sentence in accordance with the appropriate filling instructions.

c. It is possible to construct a chain of reasoning which assigns to each sentence the status accorded to the corresponding schematic sentence by the classification (Kitcher 1981, 516-17).

The task that Kitcher then undertakes is to explicate the concept of the unifying power of a set of argument patterns so that we can determine which set is the best explanatory unification of $K$.

After proposing that the unifying power of a set of argument patterns should be defined as the ability of those argument patterns to generate “...a large number of accepted sentences as the conclusions of acceptable arguments which instantiate a few, stringent patterns (Kitcher 1981, 520),” Kitcher points out that this suggestion will not work. Rather mysteriously, he then abandons the attempt to specify the concept of unifying power more precisely. Nonetheless, he does give us some idea of what he has in mind. First we define the conclusion set of a set of arguments $\Sigma$, as the set of sentences which occur as conclusions, $C(\Sigma)$, of some argument that is a member of $\Sigma$. Kitcher then suggests that the unifying power of a reduction base $B_i$ with respect to $K$ varies with the size of $C(\Sigma_i)$ and the stringency of the patterns of $B_i$, and inversely with the number of members of $B_i$ (Kitcher 1981, 520). The idea is to select the smallest set of premises that generates the largest conclusion set with respect to our belief system.
The concept of stringency is itself left undefined, but Kitcher explains that the stringency of an argument pattern is determined by the strictness of the conditions governing the substitution of dummy letters in argument patterns and conditions governing acceptable logical structure (Kitcher 1981, 518). The former are fixed, for the most part, by the filling instructions, the latter by the classification. Considering the stringency of sets of argument patterns is introduced in order to rule out cases both where all argument patterns are acceptable relative to $K$ and where only one unique argument is acceptable relative to $K$. In any case, Kitcher admits that this account of unifying is too simple and quite vague, but he offers nothing more well-developed as a replacement for this account of unifying power. Kitcher does note that, in addition to counting numbers of argument patterns, the concept of unifying power probably also ought to include in some way the similarities among such argument patterns, but he offers no deeper account of this concept.

2.4. Kitcher, Friedman and the common basis of unificationism

The unificationists we have considered (who are without any doubt the most well-known defenders of unificationism) hold that the best explanation, the one that we ought to accept, is the simplest systematization of our belief corpus. As it happens, this belief system is also supposed to be the one that affords us the most understanding. Kitcher and Friedman are then clearly advocating a sophisticated form of IBE (or what Peirce variously called abduction or the method of hypothesis) on a global scale. More to the point, on their view the ‘bestness’ of an explanation is understood in terms of a kind of simplicity as it applies to reduction bases.10 On this general point about the virtues of simplicity they are, in fact, in broad agreement with Peirce himself who often stressed the role of economy in abductive inference and in science in general, as is the case with most defenders of IBE.11 But, they apply this notion of simplicity to complete belief systems as opposed to localized sets of beliefs. Consequently, the,

---

10 We are here ignoring the differences between Peirce’s conceptions of abduction and retroduction as developed in his later views.
11 See, for example, Peirce (c. 1901/1931-1958, 6.529-6.5230 and 7.220).
the generic rule of theory acceptance such unificationists appear to endorse is:

(URA) Accept the best explanation of a total system of beliefs where the best explanation is the globally simplest unification of a global system of beliefs/sentences.

It is important to note, however, Peirce does not in any obvious way, seem to be committed to the idea that abduction is global in this sense, and this is the source of considerable trouble for unificationism.\textsuperscript{12} In what follows, we will find that there is some reason to suspect that this kind of global IBE is not a computationally feasible form of inference. However, before turning our attention to the critique of unificationism, let us first look at one of its supposed successes.

2.5. The explanatory regress argument and unification

One of the virtues that unificationists have claimed for their theory is the avoidance of the ERA. As we saw in section 1, Friedman is especially clear about this virtue of his version of unificationism. His main objection to familiarity views like that defended by Dray (1964) and, to some degree, by Scriven (1970), is that we often explain laws by appeal to other laws with which we are less familiar. If this is so and we believe that these sorts of cases are \emph{bona fide} instances of explanation, then explanation cannot be relating the unfamiliar to the familiar. Unification does not require relating the unfamiliar to the familiar and supposedly secures the connection between explanation and understanding by linking explanation with unification, and thereby simplicity. The unificationists avoid the ERA by ignoring it and simply jettisoning the requirement that we are more familiar with the explanans material than we are with the explanandum material.

Friedman is correct on this count. However, for the unificationists global unification in the simplest system then replaces any consideration of the kind of understanding discussed by familiarity theorists, but it is here where the unificationists go wrong. We \textit{can} explain phenomena by relating them

\textsuperscript{12} Some problems with treating inference to the best explanation globally are discussed in (Shaffer 2012) and in (Fodor 2000).
to unfamiliar theories. Simply consider most classical explanations of microscopic phenomena by quantum mechanics (QM). Friedman is correct that we are most assuredly not more familiar with the relevant aspects of the QM explanations. Nevertheless, we must possess an important kind of understanding of the reducing theory if such an explanation is to yield real understanding and so the familiarity theorists are correct to take the ERA seriously. In the particular case of QM, it is plausible to believe now that this principle is satisfied. *Pace* Friedman, it is not the *unfamiliarity* of reducing theories that is the real issue, but rather the issue is whether we *understand* the reducing theory in some relevant sense. On the one hand, all novel theories are unfamiliar, but his need not entail that they are not understood. On the other hand, familiar theories may not be such that they are understood. As such, it is a critical mistake to merely equate understanding with familiarity, and thus ignore the ERA as Friedman does.\(^{13}\)

### 3. The failure of unificationism

So where does unificationism go wrong? As outlined in the introduction, unificationism fails for several closely connected reasons. First, in attempting to avoid the ERA unificationism places great, unwarranted, faith in the metaphysical view that our world is ultimately simple and in the view that the world can be successfully explained by a simple global theory. This is important because these particular articles of faith must be true for it to be possible for us to cognitively grasp entire, global, scientific belief systems (i.e. belief corpuses) that potentially apply to an ultimately comprehensible world. All of this must be the case because unificationists require that we be able to *compare* the simplicity of such explanatory systems and accept the simplest systematization of the observed facts about the world. But, it is not at all clear that our world is simple in this sense, and it is not computationally and epistemically feasible that we could (even as a community)

\(^{13}\) The unificationists do not really avoid the ERA anyway, as they do not offer an account of how the basic beliefs are themselves understood.
compare global belief systems in the manner that unificationists require, even if global belief systems turn out to be relatively simple.

Supposing that we could manage to avoid these metaphysical and computational problems, it will be shown here that, pace the unificationists, the simplest unified belief corpus may not provide us with understanding in the relevant sense of the term and that the resulting unified system may not even be likely to be true. So, firstly, it will be argued here that unification is not sufficient for understanding and that the unificationists’ account of explanation does not track the truth. In other words, given the unificationist view of explanation, it is perfectly possible that the best explanation (i.e. the simplest global unification of our scientific beliefs) is not understandable at all and may well be false. By DE3 (and DE2), it then follows that unificationism should be rejected if actual human understanding is factive. In any case, let us now turn our attention to the details of these criticisms of unificationism.

3.1. Two dogmas of simplicity

As the expositions of Friedman’s and Kitcher’s views show, the essential motivation behind unificationism appears to involve a particular notion of reduction that relates explanation to simplicity, and thereby explanation to understanding. This unificationist argument essentially involves three steps. The first step (S1) is to define explanation and best explanation in terms of the unification of belief systems. The second step (S2) is to note that such unification implies simplification. Finally, the third step (S3) is to argue that simpler theories are more understandable. The various elements of this line of reasoning are found in Kitcher’s and Friedman’s claims that we have examined in earlier sections and it is obvious that there is broad agreement between Friedman and Kitcher in this respect. This argument, however, depends on at least two crucial assumptions. First, the unificationists appear to accept the view that, other things equal, a numerically smaller system of beliefs and/or inference schemes is more understandable. Second, as Friedman and Kitcher both do not appear to be skeptics and seem to believe that we can successfully (i.e. truthfully) explain phenomena and thereby understand the world, it must be the case that they believe
that the world really is, at least relatively, simple in some ontological sense.\textsuperscript{14}

These assumptions are what we will call the \textit{two dogmas of simplicity}. This first view, that a numerically smaller belief system is more understandable, is the \textit{dogma of epistemic simplicity} (DES). The second dogma, the view that the world really is simple, as the \textit{dogma of metaphysical simplicity} (DMS). As we shall see, both are mere dogmas and neither is non-controversially true. Nevertheless, their general acceptance—tacit or otherwise—has made unificationism rather more appealing than it otherwise would be, especially in light of their ignoring the ERA. DES is a crucial assumption behind S3 of the unificationist argument and DEM is, similarly, crucial for justifying S1 and S2.

\subsection*{3.2. The dogma of metaphysical simplicity}

The unificationists’ implied view that the world is simple appears either to be a matter of blind faith or it is an \textit{a priori} matter, for surely it is not clearly the case on empirical grounds. However, as it is obvious that the fact of the matter concerning the simplicity of the world cannot be an \textit{a priori} issue, the unificationists’ assumption that the world is fundamentally simple appears merely to be a dogmatic assumption. In fact, empirical considerations seem to support the view that our world is rather complex, and that the world is divided into more than one independent domain characterized by entirely different, non-reducible, laws. Therefore, as neither appealing to faith nor to \textit{a prioricity} is, at least in this case, legitimate, it seems that there is then no real substantive reason to suspect that our world really is simple.\textsuperscript{15} Hence, we should have serious doubts that simple theories are more likely to be true, and this raises serious problems for unificationists.

Consider the following conditions of adequacy concerning explanation and IBE, all of which the unificationists appear to accept (implicitly or otherwise):

\begin{itemize}
  \item If this were not the case, then it is unclear what the purpose of the many examples of allegedly successful explanation are.
  \item See (Fodor 1974; Dupré 1983; Cartwright 1999; and Shaffer 2012) for related points.
\end{itemize}
(CA1) The explanans of a *bona fide* explanation must bear some relation to the truth.\(^{16}\)

(CA2) There is some connection between an explanation being the *best* explanation and that explanation’s truth; the best explanation is likely to be true and,

(CA3) The ‘bestness’ of explanation is a function of its simplicity.\(^ {17}\)

If there is some connection between an explanation being the best explanation and that explanation’s truth in this way (i.e. if CA2 and CA3 are correct in a way that allows CA1 to be satisfied), then, unless there is some non-dogmatic reason to believe DMS, the unificationists’ view of the connection between unification and truth of explanation cannot be adequate. This is because they offer no reason to accept CA2 and CA3 except that doing so allows us to trivially link explanation and understanding in order to satisfy DA3. However, as it is not obviously the case that DMS is true and we do not have any justifications for accepting CA2 and CA3, we have no reason to suspect that CA1 is satisfied by the unificationists’ views of explanation. As such, it is neither obviously true that simpler, more unified, global belief systems are explanatory, nor is it obviously true that simpler, more unified, global systems of belief are more likely to be true. So S1 and S2 of the unificationist argument are thus impugned.

### 3.3. The dogma of epistemic simplicity

In order to support S3 the unificationists argue that we ought to accept the simplest systematization of our scientific beliefs where the simplest systematization is the belief system that reduces the number of phenomena or inference patterns describing the phenomena to the smallest number by unification. As we have seen, the putative reason for doing so is that the simplest globally unified system of this sort is supposed to be the most understandable. Essentially, they believe that a system that is reductively simplified by unification is supposedly more understandable. This is an

---

\(^{16}\) As is well known, Hempel and Oppenheim (1948) argue that the explanans must be true.

\(^{17}\) Lipton (1991) and Thagard (1988) defend these conditions of adequacy for IBE.
article of pure epistemological faith (another dogma), and it is a view that is easily exploded if we take the ERA seriously, as the unificationists do not.

It seems obvious that a system that is unified in the unificationists’ sense may be completely incomprehensible. Simply consider a belief system that is unified in this manner, but which reduces the apparent plethora of phenomena to a unified but relatively small (axiomatic) reduction base that is not itself understood at all. Should we really say that such a system provides us with an explanation that yields understanding? Surely not. The following well-understood sort of case demonstrates this and history is replete with examples of such non-explanatory reductive thinking. Suppose that a cognitive agent or a cognitive community attributes to all phenomena a relatively unified, but inscrutable, set of causes: say a sophisticated kind of *deus ex machina* reduction base.\(^{18}\) This is just the sort of familiar but bad reductive reasoning involved in forms of supernaturalism and mysterianism. It amounts to the contention that some suitably unified inscrutable source(s) of power accounts for all observable phenomena. Such reductions do not explain and they do they generate understanding. Second, consider a case where we have a unified global reduction base—for example that proposed by defenders of string theory—the basic concepts of which are arguably of greater internal (semantic) complexity than the disparate phenomena it is supposed to unify. In this particular case, the various phenomena associated with the general theory of relativity with those of quantum mechanics are supposed to be unified by reduction, but the concepts/argument patterns of string theory, although numerically fewer in number, appear to be of much greater mathematical/conceptual complexity than either of the theories it reduces. It is at least plausible then to suggest that we should not count such a reduction as yielding understanding in any serious manner.

\(^{18}\) Kitcher considers the theological version of this response in his (1980), and concludes that it can be rejected on the basis that it fails to be adequately stringent. However, he offers no substantive account of the stringency of argument patterns. In any case, we can imagine arbitrary non-theological cases that employ sufficiently stringent argument patterns the component terms of which we do not understand at all. Behe’s (1996) intelligent design theory might well be a theoretical unification of this sort.
Finally, consider a reduction base that is composed of a small set of inconsistent propositions. From these inconsistent axioms we can trivially derive all other propositions in our belief corpus, but we surely would not want to say that such a set of propositions is coherently understood in some brute manner that explains the propositions derived from them and generates understanding. Such a reduction base cannot even be true, let alone allow us to understand the propositions derived from them.

In the first case we have a reduction base that is numerically small, but which, intuitively, yields no understanding due to its incomprehensibility, and in the second case we find that reduction in the number of factors accepted as primitive in a theory may, ultimately, make for a more conceptually complex (i.e. semantically complex) and less understandable global theory. In the third case we have a reduction in the number of brute facts accepted and a derivation of all other propositions we accept, but no understanding of them because the reduction base is inconsistent. Cases of these sorts can easily be multiplied and articulated, but the details are not really important here. What is important is that cases one and two can be avoided only if the unificationists, by stipulation, simply equate understanding with unification in order to obviate S1–S3 and thereby satisfy DE3 trivially as a matter of definition. Given that this is clearly not an acceptable way to justify the steps of the unificationist argument, it seems then, at very least, to be the case that unification is not clearly a sufficient condition for scientific understanding. Cases of the third sort are trickier to avoid and this can be done only by requiring that we eliminate inconsistent reductions from the set of potentially acceptable unifications in some principled manner. As we shall subsequently see, however, this is not realistically possible.

Unification cannot be a necessary condition of explanation for naturalists without leading to outright skepticism, and Kitcher (1981, 1983, 1992, 1993), in particular, is an avowed naturalist.19 Non-naturalists like Friedman (2000, 2001) are faced with a related, but different, problem. Such, non-naturalists can treat unification as a necessary condition of explanation and avoid skepticism only by attributing a priori faculties to us that exceed

19 Friedman, however, is an avowed non-naturalist as his (2000) and (2001) indicate.
well-verified computational constraints on any feasible inference procedure. How do these particular problems arise? First, consider what the unificationists’ view of explanation would require of cognitive agents or cognitive communities. What they must be able to do is to compare total, global, unifications of our knowledge corpus, and then accept the one that is the simplest (in terms of some specified criterion of reductive simplicity) from among the array of possibilities. It turns out that such a task is not computationally satisfiable in realistic times for even finite sets of finite and very small systems of beliefs, even with the aid of all available computational resources. In fact, even if we accept the dubious assumption that the linguistic representations of particular belief corpuses are finite in size and that we need only consider a finite set of such systems, we cannot check the consistency of relatively simple systems with available computational resources in feasible times, let alone check the consistency of and compare all logically possible systematizations of our beliefs in terms of their overall simplicity. However, we must be able to check the consistency of such systems or URA might well—in violation of CA1 and CA2—sanction our accepting very simple but inconsistent systematizations of our beliefs as explanatory. As we have seen, this is because all of our beliefs can trivially be derived from inconsistent sets of such axioms. To avoid such cases we must first delimit the (infinite) set of possible alternative systematizations to those that are logically consistent, and then we are supposed to select that consistent systematization from among the remaining set that fares best in terms of URA. However, it is not even physically possible to check for the consistency of such systematizations, let alone assess the comparative global simplicity of an infinite set of consistent systematizations of our beliefs.

Given these deeply troubling (but well-known) facts about the computational features of belief systems and URA, unificationists like Kitcher who accept naturalism must be skeptics. This is because we cannot apply URA

---

20 See (Kornblith 1989) and (Cherniak 1986) for explicit consideration of such computational restrictions on epistemic processes. Also, see (Harman 1986) for discussion of the computational problem that arises for belief systems of infinite size. It is crucial to note that any belief system closed under logical consequence will be infinite.

21 (Cherniak 1986) is the canonical source on this point.
in practice in such a way that it can be satisfied and so we cannot really ever explain anything. Given these same facts, unificationists like Friedman, who accept some form of non-naturalism, must attribute to us almost occult \emph{a priori} epistemic faculties that exceed computational/mathematical constraints on feasible, or even physically possible, procedures in order to allow for the satisfaction of URA. Both approaches are obviously unacceptable, and so, at very least, unificationism is either utterly unrealistic or deeply committed to skepticism. Consequently, unification is not a plausible necessary condition for explanation.

4. Two types of understanding

As mentioned in the introduction, it appears to be the case that two senses of ‘understanding’ are often conflated in discussions of scientific explanation. Not surprisingly, the conflation of these two concepts has led to considerable misunderstanding on the part of the parties to the traditional debate concerning scientific explanation and, more recently, to the debate concerning how explanation relates to understanding. However, the ERA provides us with great insight into this error, and this is why it is important that we take the ERA seriously. It just will not do to sweep it under the rug as traditional and unworthy of serious consideration as the unificationists seem to do.

Ignoring the ERA has made the unificationist view appear to be rather more plausible than it really is. Moreover, this myopia is the root cause of the kinds of problems that afflict the unificationist view raised here. In effect, what unificationists appear to have done by ignoring the ERA is to equate (unwarrantedly and by mere stipulation) scientific understanding with simplifying reduction and simplifying reduction with explanation, thereby trivially satisfying DA3 (i.e. the understanding thesis). In doing so they ignore the concept of \emph{semantic understanding} and this is the concept that is the real core of scientific understanding. Simply put, scientific understanding is not wholly a matter of reductive explanation. Thus, the unificationist view does not satisfy one of the constraints on theories of explanation that the proponents of unificationism themselves accept.
4.1. Reductive understanding and semantic understanding

So, in ignoring the ERA and accepting both the DES and the DMS without justification, the unificationists have overlooked one of the key concepts constitutive of scientific understanding, semantic understanding. This point is related to Heisenberg's observation that,

For an adequate understanding of the phenomena, the first condition is the introduction of adequate concepts; only with the help of the correct concepts can we really know what has been observed. When we enter a new field, very often new concepts are needed, and these new concepts come up in a rather unclear and underdeveloped form. Later they are modified, sometimes they are almost completely abandoned and replaced by better concepts which then, finally, are clear and well-defined. (Heisenberg 1989, 19)

The relevant point in this passage (that we must have adequate concepts to achieve understanding) is made more poignant when coupled with Heisenberg's view that theoretical formalisms that describe phenomena are distinct from the concepts that, at least in part, are required for understanding of the phenomena in question.22 For Heisenberg, scientific understanding involves some form of understanding of the concepts that allow us to conceive of the phenomena in terms of some theoretical (i.e. mathematical) formalism. However, from this passage it is clear that Heisenberg believes that understanding comes in degrees and that, often, we adopt a theory without adequate concepts in hand sufficient to generate complete understanding. Ultimately, inadequate and imprecise concepts are replaced by adequate and precise concepts in order to secure scientific understanding of the phenomena in question. We can employ a theory in practice without complete understanding of the theory, but then the theory should not be considered to be fully explanatory. It is only when we come to grasp the complete meanings of the fundamental terms of a theory adequately, no matter how globally simple the theory is, that we have a bona fide explanation of the phenomena it describes.23

---

22 See (Heisenberg 1930), especially chapters 1-3 and the appendix.
23 See (Radder 1991; Shaffer 2008a; and 2008b) on this matter.
So, it appears to be the case that a form of semantic understanding is needed here and that semantic understanding involves a form of truth-conditional semantics. As such, a theory of explanation that incorporates this concept seems as if it might do better in accounting for the connection between truth, explanation, and understanding than unificationism does. That the unificationists have overlooked this concept is, again, primarily due to their ignoring the ERA and due to their tacit acceptance of a holistic version of conceptual, or linguistic, role semantics. Given these sorts of views about semantics, the unit of meaning is the complete linguistic or conceptual system and the holistic meaning of such a system is exclusively a function of the logical relations between the constitutive elements of such a system. Both Friedman and Kitcher appear to believe that understanding is a matter of reduction and involves a particular, broadly logical, relation between the sentences that constitute a total theory. They do not appear to accept that understanding involves anything more.

This is a dubious assumption from the perspective of semantics, and it is a plausible way to link explanation to understanding only if it is legitimate to ignore the ERA. If we resist this temptation and—recalling our discussion of DES—recognize that numerical smaller systems of sentences need not be more semantically understandable, then we should conclude that unificationism does not, non-trivially and non-skeptically, connect explanation and understanding. Given this observation about the incompleteness of the unificationists’ views of understanding, we can then see, at least schematically, what an adequate theory of how explanation relates to scientific understanding will look like.

First, as explanation in general and IBE in particular, must have some truth connection in accord with CA1-CA3, and, as the ERA suggests, we must include both semantic understanding (which is truth-conditional) and reductive understanding (which is more holistic) in our account of scientific understanding.

---

24 Note, however, that there are problems with the computational aspects of some forms of truth-conditional semantics as well. See, for example, (Shaffer 2019).

25 See, for example, (Harman 1982).

26 If it does, then they must face the ERA with respect to the basic, axiomatic, beliefs in a unified systematization.

27 See (Fodor and Lepore 1991; and 1992).
understanding. Second, as we are primarily concerned with *human* understanding (which is limited) and should take pains to avoid skepticism about explanation, we must be sure that our theories of both reductive and semantic understanding are *both* computationally tractable.\(^{28}\) As such, naturalistic study of human computational abilities seems to be a required for the construction of a realistic theory of scientific understanding. Considerations of global simplicity in the sense employed by the unificationists should then be rejected in favor of consideration of local notions of simplicity and this must be conjoined with consideration of the meanings of the basic facts in the reducing theory. So a local body of phenomena is explained by reducing it to a relatively unified but cognitively graspable theory, the basic terms of which are semantically understood. But, science so understood, is a piecemeal operation which often involves integrating local explanatory theories with other previously established explanations. Understanding and explanation are then contextual, come in degrees and are often partial.\(^{29}\) In real scientific practice, we often only partially grasp and apply a given explanatory theory to a restricted phenomenal domain. Of course, there is much more to be said about what semantic understanding is and how explanatory integration works, but the theory of explanation suggested here promises the possibility of success where unificationism fails.

5. Return to Peirce: local abduction and feasible explanation

There are some clear lessons to be learned from the failure of unificationism, and chief among these are the following results: (a) naturalistic epistemologists ought to reject *global* accounts of explanation, (b) explanation and scientific understanding are, at least in part, fundamentally semantic phenomena, and (c) all realistic accounts of explanation must involve serious consideration of the concept of simplification. A theory of explanation that rejects occult epistemology ought then to be constructed in such a way that it conforms to these desiderata, and it will look quite a bit

\(^{28}\) See (Shaffer 2019) about some concerns on this point with respect to possible worlds semantics.

\(^{29}\) See (Shaffer 2012) on the partiality and contextuality of explanation.
more like Peirce’s original theory of local abduction than it will look like contemporary unificationist views such as those defended by Friedman and Kitcher. Some foundational work has been done here with respect to such an account, but there is much more work to be done in fleshing out the core concepts of an adequate account of explanation and scientific understanding that reflects these considerations. Amongst the most important tasks then to be undertaken are the tasks of fleshing out of a truth-conditional concept of semantic understanding, the determination of the limits of realistic globalization in our belief systems, and determining how simplification, explanation, and scientific understanding are related with respect to potentially integratable local explanations.
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1. Introduction

In his paper “Mental Fictionalism and Epiphenomenal Qualia” (Bács 2018), Gábor Bács analyzed and criticized our earlier work “Mental Fictionalism as an Undermotivated Theory” in detail. In our earlier paper, we tried to show that mental fictionalism is an undermotivated theory, so there is no good reason to give up the realist approach to the folk psychological discourse.

In the present paper, we reply to Bács’s objections. At first, we recapitulate our earlier argumentation shortly. Secondly, we summarize Bács’s main objection to it. Thirdly, we argue that this objection fails. Lastly, in answering another remark of Bács’s, we discuss the possibility of realist mental fictionalism.

2. What is mental fictionalism and why is it undermotivated?

In our earlier paper, we treated mental fictionalism as a theory about folk psychological discourse. In this sense, it is a pragmatic theory: it concerns the use of folk psychological sentences, not the content or truth of them. Its core thesis states that when we utter sentences of folk psychology, we do not assert the truth-conditions of the propositional contents of these sentences; that is, we do not use such sentences to describe facts of our mental life, rather we use them for other goals. For example, for evaluating our fellows’ behavior or expressing emotions, or making as if we asserted something (see Márton, Tőzsér 2013, 627-28; and Demeter 2013).

To this extent, mental fictionalism is in contrast to those interpretations of the discourse which are committed to the fact-stating nature of the use of folk psychological sentences. Now, we strongly believe that this later realist interpretation is the default view of the pragmatics of this discourse. People in their non-philosophical moments take utterances of folk psychological sentences (mental state attributions to ourselves and to our fellows, explanations of their behaviors, etc.) as real fact-stating expressions. We normally think of these sentences as such that people use them with the intention to describe discourse-independent mental phenomena. Since the realist position is the default one, mental fictionalism as an antirealist view
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must be an error theory: it claims that we are usually in error about the pragmatics of the discourse. This is the main point where it differs from the other two antirealist approaches, namely eliminativism and nonfactualism. Though all three can be viewed as an error theory, the other two versions locate the error not in the pragmatic properties of folk psychological sentences, but in their semantic ones. According to eliminativism, we are wrong in taking folk psychological sentences mainly true, and according to nonfactualism we are wrong in taking them to be contentful.

Since mental fictionalism is an error theory, a proponent thereof has to give us a reason why we should not commit ourselves to the realist interpretation of the discourse. She should tell a story why it is misleading to see the use of such sentences as stating facts about our real mental life. In short, there must be some motivations to endorse mental fictionalism.

Earlier we identified two conditions for having such a motivation: (a) One can doubt the existence of the entities postulated by folk-psychology, and (b) nevertheless, due to certain (mainly practical) considerations, one does not want to give up this discourse. Now, we argued that the first condition cannot be met. One cannot raise serious doubts about the existence of mental entities postulated by folk-psychology. After all, what else would be misleading in the default realist approach to folk-psychology? If someone had absolutely no doubt about the existence of mental phenomena, why would she want to take the use of its sentences as not intending to describe these phenomena? Especially if she truly does not want to give up the discourse.

Of course, on the surface, mental fictionalism is an ontologically neutral theory, because it deals only with pragmatics, or the use of folk psychological sentences rather than the truth of them. However, one can see now that in order to motivate the choice of this theory, one has to commit herself to the ontological position that the existence of mental entities is, at least, dubious. We think, therefore, that Bács is right when he writes that our objection against mental fictionalism “is an objection to mental antirealism in general” (Bács 2018, 302; emphasis in the original). All three antirealist views are committed negatively to the ontological status of mental phenomena, and fictionalism has the weakest form of this commitment. So, when we succeed in proving that it is not tenable, we also show it in the case of the other two stronger positions.
Naturally, the essential point of the question is whether we are right in claiming that the existence of mental entities does not raise serious doubts. In the original paper, we presented two considerations for this thesis. According to the first one, the existence of phenomenally conscious states and events cannot be doubted, because they are constituted by the experienced qualities during these states and events. In other words, conscious experiences are entirely constituted by the way they appear to us. Therefore, because one cannot meaningfully doubt whether what appears to her really does appear to her, one also cannot meaningfully doubt the existence of conscious experiences.

As for the second consideration, conscious experiences are paradigmatic mental entities, or they are even the only ones. We think only they can be called ‘mental’ in a fundamental and primary sense. As we wrote it:

According to our natural conviction, if a system or an organism, be it as complicated as you like, does not have any conscious experiences, that is, it does not undergo events that are something it is like for it to undergo, and so the world does not appear to it in any way, then we tend to treat this system or organism as an automat without a mental life. (Márton, Tőzsér 2013, 635)

Furthermore, we argued that other ‘mental’ entities count as mental only insofar as they bear some appropriate relationship to phenomenally conscious experiential states or events. That is, unconscious mental states (beliefs, non-occurrent desires and hopes, etc.) and processes can be counted as mental insofar as they stand in, for example, an inferential or dispositional relationship to conscious ones.

In sum, our argument for the undermotivation of mental fictionalism has the following logical structure:

(1) The existence of conscious experiences does not raise any difficult ontological questions.
(2) Conscious experiences constitute the totality, or at least the paradigmatic representative core, of mental entities described by folk psychology.
(3) Therefore, the existence of mental entities described by folk psychology does not raise any difficult ontological questions. (1, 2)
Mental fictionalism is motivated if and only if (a) the existence of mental entities described by folk-psychology raises serious ontological questions, and (b) due to certain considerations, we do not want to give up this discourse.

Therefore, the fictionalist interpretation of folk psychology is undermotivated. (3, 4)

3. Bács’s main objection

Bács’s main case against our argumentation, or as he called it the ‘phenomenological objection to mental fictionalism,’ consists in claiming that it rests on an equivocation (Bács 2018, 303). He states that the first two premises of the argument cannot be jointly true if we stick to one and the same concept of conscious experience, and conversely: the premises could be equally true just in case the two concepts of conscious experience they contain are different. Since equivocation is not allowed in a sound argument, one of these premises must be false.

According to Bács, the first premise can be true only if by conscious experience we mean event-like phenomenally salient entities. In this interpretation, the content of the concept consists entirely in the spatiotemporal and phenomenal properties of such events: the phenomenal features of a conscious episode determine its type, i.e. whether it is pain, pleasure or an itch, while the spatiotemporal features of it determine which token of that type it is.

However, the second premise can be true if and only if the content of the concept of conscious experience in it contains further ingredients, namely the causal profile of that state. Bács thinks that folk psychological notions of the various conscious experiences entail the typical causal connections these states or events have. To use one of his examples: the folk psychological concept of itching contains in itself the allusion to the fact that by those who have this experience, itching causes scratching or at least the urge to do so (Bács 2018, 305). So, folk psychological concepts of conscious experiences are not exhausted by their spatiotemporal and phenomenal properties, but “are conceptually linked to their causes and effects” (Bács 2018, 303)—this is what Bács calls the Conceptual Dependency Thesis (CDT).
His main argument for CDT depends on our practice of attributing conscious mental states and events to our fellows.\footnote{There is a further, minor argument that aims to support CDT in Bács’s paper which alludes to linguistic evidence. There are a lot of expressions in natural language which refer to conscious experiences—sensations, perceptual states—which name the part of the body where the causes of these conscious states occurred, or the typical behavior caused by the states. However, as Bács himself hastily adds, this linguistic evidence is very weak, since “it is not always a good idea to take the meaning of ordinary expressions at face value” (Bács 2018, 304). We concur in this question: one should not draw metaphysical conclusions from the meanings of natural linguistic expressions, unless one also wants to achieve serious astronomical insights from the expression “the Sun comes up.”} We routinely do this and of course, in doing so we lean on observed behavior and circumstances as evidence. So far, so good. However, Bács goes further when he maintains that there is no conceptually innocent, purely empirical evidence. Any evidence must be plugged into the concept of the thing it is evidence for. This should not come as a surprise, because evidence is an epistemic notion. What counts as evidence for X depends in part on what we know about X, and what we know about X is rolled into its concept. A necessary condition for being evidence for is this: Y is evidence for X only if X is conceived as (i.e. the concept of X means) such a thing that under normal circumstances if Y obtains it stands a good chance that X obtains; or alternatively, if it is not possible (or highly improbable, or whatever) that Y obtains but X fails to obtain. [...] So the concept of X must include the connection between X and Y, which constitutes the conceptual link, in order for Y to be able to count as evidence for X, and therefore, it will include Y. (Bács 2018, 304)

In short, Bács’s reason for CDT is epistemological. He seems to think that the content of a predicate incorporates the way we get to know whether the predicate is instantiated in a certain context.

Let us turn to the first premise of our argument, i.e. the claim that the existence of conscious experiences does not raise any difficult ontological questions and see whether it can be true if we understand the notion of ‘conscious experience’ as involving CDT. Bács writes that “if conscious
experiences are not entirely constituted by qualia [but also by causal connections], then the indubitable existence of qualia does not imply the indubitable existence of conscious experiences” (Bács 2018, 306). Causal relations are—at least according to most views of causation—empirical and are not, contrary to their phenomenological features, exhausted by their appearance to a subject. For this reason, one can be easily wrong about their existence. So, if a conscious experience is present just in case its usual causal connections are also present, then the existence of conscious experiences is by no means indubitable.

Bács supports this claim with a thought-experiment of the usual Twin-Earth kind. His Twin-Earth is a Leibnizian one, where conscious experiences of the inhabitants of this planet are causally totally isolated. They do not have any causal connections, including the ones our phenomenally identical counterpart conscious experiences have. However, notwithstanding this situation, the inhabitants have folk psychology which is exactly the same as ours. In their folk psychology there are mental predicates standing for conscious experiences and these include the allusion to causal connections like ours—at least according to Bács. From these premises Bács concludes that Twin-Earthers cannot make true assertions by these predicates, since they stand for nothing, as nothing satisfies the description contented in them.

In sum, the alleged equivocation consists in the fact that the first premise, if true, contains a notion of conscious experience in which there are entirely transparent events or states—which is why we cannot be wrong about their existence—while the second premise, if true, contains the folk psychological notion of conscious experience, which, in turn, is committed to CDT. You cannot substitute the two notions in the two premises salva veritate, therefore they are different concepts and the case of equivocation is sound.

4. Objections to Bács’s objections

We think there is no equivocation in our argument; at least Bács’s objection does not prove that there is. Let us start with his first consideration, namely that folk psychological concepts of conscious experience would involve CDT.

*Organon F* 27 (2) 2020: 169–186
As we saw, his main reason for this thesis consists in the assumption that the evidence we lean on when we attribute conscious experiences to our fellows are plugged into the very concepts we have of them. That is—as it can be seen from the above longer quotation—he supposes that the epistemic conditions of true attributions are built into the meaning of the predicates we use to describe these conscious episodes. This move has a strong verificationist flavor—at least to our ears. The case of verificationism is supported by the fact that somewhat later (Bács 2018, 305), Bács alludes to the learning of folk psychological notions of conscious experiences in order to justify CDT, and there he obviously supposes that the meaning of a concept entails the circumstances of learning it.

Now, as it is well-known, verificationist theories of meaning have to face some powerful objections and therefore have not been too popular among meaning-theorists over the last sixty years. Intuitively, you need not know how to recognize whether a predicate is instantiated in order to understand it, and even if you know this, this knowledge is not built into the meaning of the predicate. After all, we have not a faint idea how to get to know whether a subatomic particle is present in a given context, but nevertheless, we think we understand the notion of an electron. Or, we strongly believe we do know what dinosaurs are, although we cannot decide whether some fossils serve as good evidence for their existence or not. But even for the paleontologist who surely possesses this knowledge, the concept of a dinosaur hardly entails allusion to the fossils. When she speaks about dinosaurs, it seems she speaks about animals that lived on Earth more than 65 million years ago, and not about present-day fossils.

Moreover, Bács manifestly commits himself to applying the verificationist theory to folk-psychology. For example, in presenting his argument, he writes that “the folk psychological concept of any conscious experience will include the behavior characteristic to it as evidence for its presence in others” (Bács 2018, 304). He also claims that “the folk psychological concept of pain is associated not just with pain sensation, but also with bodily damage causing it and pain behavior it causes” (Bács 2018, 303). What is more, he explicitly states that his CDT is analogous to the so-called criterial solution to the problem of other minds, which in turn “also implies that in folk psychology mental events are not only causally linked to behavior but
conceptually as well” (Bács 2018, 305). Criterial evidence is conventional in the sense that it is part of the meaning of a term such as ‘pain;’ that certain kinds of behavior count as more or less defeasible evidence for its ascription. The criterial solution is therefore also committed to the verificationist theory of meaning to some extent, and therefore, it renders the problem of other minds—which posits a gap between the meaning of conscious state attributions and the justifications thereof—meaningless rather than solving it.

As it is also well-known, there are many persuasive counter-arguments against such views that take behavioral evidences as built into the contents of folk psychological concepts. The most relevant one in our case is Hilary Putnam’s famous example of “super-stoics:”

Imagine a community of ‘super-spartans’ or ‘superstoics’—a community in which the adults have the ability to successfully suppress all involuntary pain behavior. They may, on occasion, admit that they feel pain, but always in pleasant well-modulated voices [...] However, they do feel pain, and they dislike it (just as we do). [...] Imagine a world in which there are not even pain reports. I will call this world the ‘X-world’. In the X-world we have to deal with ‘super-super-spartans’. These have been super-spartans for so long, that they have begun to suppress even talk of pain. [...] They pretend not to know either the word or the phenomenon to which it refers. [...] Only, of course, they do have pains, and they know perfectly well that they have pains. (Putnam 1965/2002, 49-50)

What these examples show persuasively in our opinion is that there could be cases in which the usual causal connections between conscious experience (e.g. pain) and its behavioral effects do not hold. And this situation can be normal in a community or the whole world, so one cannot think that the causal connections in question are usual. So, the folk psychological sentence “X is in pain and X does not show any pain-behavior” does not contain any logical or semantic contradiction. Therefore, the folk psychological concepts of conscious experiences have no conceptual connection to pain-behaviors, contrary to what Bács assumes. The same can be said about the criterial solution to the problem of other minds—at least according
to most researchers of the problem. One can coherently conceive of situations where the allegedly criterial evidence holds, but the conscious episode does not occur, or vice versa. The criterial evidence, therefore, has no conceptual link to conscious episodes. There is a gap between observed behavior and the unobserved inner states they fail to bridge (see Hyslop 1995, ch. 5. and 8).

In summary, Bács’s arguments in favor of CDT fails to justify the thesis. Naturally, this result does not imply the falsity of CDT—it can be true for other reasons. For example, one can hold such a claim as a result of a functionalist conviction. However, there are well-known counter-arguments against it which Bács fails to account for. For example, the much-debated arguments based on the inverted spectrum thesis or inverted Earth scenarios (whether they are real or counterfactual ones) equally aim to prove that conscious mental states and their normal causal inputs and outputs do not stand in a tight conceptual relationship (see Shoemaker 1982; Block 1990). One can have a red-seeing experience triggered by green objects and followed by events and states usually follow green-seeing experiences. Or, to use the above-mentioned example of Bács: one can have an itching experience without feeling any urge to scratch oneself, but rather to do something else. The proponents of the argument see no conceptual incoherence in such scenarios, even in the case of a whole community. Again, by invoking these arguments, we do not want to claim that CDT is definitely false but merely that they represent a strong challenge to the thesis, so these arguments must be considered by everyone who tends to accept or reject the thesis in question.

Based on the above considerations, we can safely state that Bács failed to justify CDT, that is, the claim that folk psychological notions of conscious mental states conceptually involve and therefore entail their causes and effects. Because of this failure, Bács did not succeed in showing that these notions of folk-psychology cannot refer to conscious experiences as those phenomenally transparent, event-like entities we assume them to be.

As for his considerations concerning the first premise of our argument, we think it is an obvious truth that it cannot be right if we read the concept of conscious experience as involving CDT. Bács is right in claiming that if the allusion to causal connections is plugged into the concepts of conscious
experience, the existence thereof is by no means indubitable. We think it is common sense, and therefore we completely agree with Bács about this. Clearly, we have not been persuaded that the folk psychological notion of conscious experience really involve CDT, so nothing seem to threatens the truth of our first premise.

However, we think his Twin-Earth scenario is somewhat misleading, because it contains a highly implausible assumption and therefore, his argument based thereon is not persuasive either. Our problem is the following: Bács’s scenario presupposes that the introduction and development of Twin-Earth folk-psychology has run its course entirely independently of the phenomenal states the Twin-Earthers had. As if the semantic properties of their folk psychological predicates would have nothing to do with the phenomenal states they undergo. This is the feature of the thought experiment which seems most implausible to us. We cannot believe that the introduction of these predicates was by pure stipulation. Rather, it is much more plausible that the intention of the first users of these terms aimed to name the very phenomenal features they experienced. These experiences were there and were salient at the time of their introductory use. We think that various kinds of conscious experiences are natural kinds, so the predicates in question are natural kind terms. Therefore, if one accepts this plausible reading of the scenario, one has to conclude that these terms do refer to the phenomenal states Twin-Earthers undergo. Of course, Twin-Earthers are wrong in thinking about these states as having causal connections. They have false beliefs about the nature of their experiences, but they can talk about them successfully. In short, we think that in the plausible reading of the scenario Bács is wrong when he states that “there are no *pains* on Twin-Earth” (Bács 2018, 306; *pain* is the Twin-Earthian folk psychological counterpart concept to our concept of PAIN). There are indeed *pains* on Twin-Earth, namely the conscious experience to which this concept refers, that is, the experience which was present at the time the term was introduced. For the same reason we think Bács is wrong when he writes the following:

2 We think our reading of the scenario is the one which is in harmony with the original point of Putnam’s Twin-Earth example and the argument based on it. See (Putnam 1975; and also Kripke 1972/1980).
So, just as in the standard case of ‘Water’ which fails to refer to the liquid found on Twin-Earth because it is not H₂O (Putnam 1975), ‘Pain’ would fail to refer to what feels like pain on Twin-Earth because it is causally not responsible for pain behavior. (Bács 2018, 308)

In this passage, it remains ambiguous which language the term ‘pain’ belongs to. If we mean it in harmony with Bács’s scenario, it must belong to Twin-…”

3 There is a possible complication here concerning the epiphenomenal nature of Twin-…”
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In summary, we agree with Bács that one can be wrong about the existence of causal connections and, therefore, the first premise of our argument cannot be right if we read the concept of conscious experience as involving CDT. Only we think the argument he presents for this statement is not persuasive. All in all, we think we have shown that Bács’s case of equivocation is not sound: the two premises can be jointly true with the same reading of ‘conscious experience,’ namely the one which describes them as simple spatiotemporal entities with phenomenal properties. Therefore, his counter-argument against our phenomenological objection fails.

5. Is there a really realist fictionalist position?

There is a further possible objection to our position, i.e. that the acceptance of mental fictionalism is undermotivated. It is based on the possibility of a realist fictionalist position, which, while acknowledging the existence of propositional attitudes, claims that the folk psychological explanations containing these attitudes are fundamentally flawed, and this feature of the discourse would motivate the fictionalist approach. This objection is presented in a somewhat sketchy way by Bács and was also considered by us in our original paper. As he puts it:

Folk psychological explanations in terms of propositional attitude attributions are fundamentally flawed not because propositional attitudes do not exist, but because propositional attitudes cannot meet important conceptual and methodological requirements for figuring in explanations—for example, because propositional attitudes are individuated by the very behaviors they are meant to explain, or because propositional attitudes are attributable on normative grounds rather than empirical facts. But we cannot Earth phenomenal states makes our scenario inconsistent, it will make Bács’s scenario inconsistent as well, since otherwise how can the inhabitants of this strange planet think or speak about their phenomenal states, even if wrongly? We think what this problem really shows is how problematic it is to conceive of epiphenomenal conscious experiences coherently. For more on this problem see (Shoemaker 1975; Chalmers 1996, 172-209).
hope to purge propositional-attitude discourse from everyday life. Therefore, our best option is to go fictionalist. [...] This would be the realist fictionalist’s way. The realist fictionalist is someone who takes some discourse as a fiction without disputing the existence of its subject matter. (Bács 2018, 302; emphasis in the original)

Although in our earlier paper we considered this objection as a real and serious challenge, we changed our minds by now. We cannot see realist fictionalism as a real theoretical possibility.

Let us start by asking the question: what could be one’s reason to acknowledge the existence of propositional attitudes? We think there are two possible answers: a) one could have only experiential, i.e. explanation-independent reasons to believe in the existence of propositional attitudes; and b) the only reason at hand could be following Quine’s dictum, namely that one has to believe in the existence of only those entities which play a role in successful theoretical explanations or explanatory strategies. So, according to the first option, propositional attitudes are the kinds of entities that are phenomenally salient or, at least, appropriately related to phenomenally salient mental episodes. On the other hand, according to the second option, propositional attitudes are entities of a theoretical kind. In the first case, one has reason to believe in the existence of propositional attitudes if and only if one has appropriate experiences, while in the second case, if and only if there are successful theoretical explanations at hand in which propositional attitudes play a role.

Applying these two options, we can delineate the logical landscape of possible positions. There are four theoretical positions according to how one answers the relevant questions in the two options. By the first option, this question asks whether there are appropriate experiences of propositional attitudes, while in the second option, the question asks whether there is a successful explanation which appeals to them. Let us see these possibilities and what follows from them concerning the alleged realist fictionalist position.

If you choose the first option, you have to decide whether you think there really are explanation-independent experiential reasons to acknowledge the existence of propositional attitudes. If your answer is positive, then you
will have good experiential reasons to believe in propositional attitudes. So, you are surely a realist about them. Furthermore, you do not want to give up folk psychological discourse tout court. So, why be a fictionalist? Naturally, you can think that there are some bad explanations in folk-psychology (they may have weak explanatory power, falsified predictions or results etc.), and indeed, you may be right about this. However, in such a situation, you would be motivated to improve folk-psychology and not to choose fictionalism. That is, you would try to present better explanations, more exact predictions, etc. using the same propositional attitude terms. Indeed, current psychology seems to do exactly this. It seems very implausible to us to think that in this situation you would be inclined to take the usage of sentences containing propositional attitudes as non-fact-stating ones. In sum, in the case of this position, you will have no reason to opt for realist fictionalism, because you will have no reason to choose fictionalism at all.

If you think there are no good experiential reasons for accepting the existence of propositional attitudes, or you think it is dubious whether there are, then you will have indeed ontological doubts about the existence of propositional attitudes. So, you claim that propositional attitudes are phenomenally salient, experiential kinds of entities (or, at least, are appropriately connected to such kind of entities), for the existence of which there are no theoretical reasons, but you think there are no experiential reasons, either. Therefore, you are not a realist about propositional attitudes, a fortiori you cannot be a realist mental fictionalist. It is that simple.

Let us now turn to the other main option, i.e. the one which follows Quine's dictum. Of course, you have to choose again whether you think these explanations or explanatory strategies succeed or not.

If your answer is positive, then we will think again that there is no reason to be a realist fictionalist. The situation is very similar to (1): you have good reason to believe in the existence of propositional attitudes and you do not want to give up folk-psychology. Moreover, in this case you think that—at least the majority of—folk psychological explanations are good ones. So, apparently you have every reason to be a realist about the existence of propositional attitudes, but you have absolutely no motivation to accept the fictionalist approach. The fact that the only reason to acknowledge propositional attitudes is that they play a role in successful
folk psychological explanations does not offer any motivation for giving up the default realist interpretation of the pragmatics of this discourse. You can say that it motivates you to take propositional attitudes as theoretical entities, but why should we not use sentences containing terms of theoretical entities to state facts? For example, one can plausibly argue that genes are explanation-dependent theoretical entities, but it would be absurd to conclude from this that evolutionary biologists do not use sentences containing the term ‘gene’ to state real facts.

A good illustration of this position would be that of Dennett’s. He famously holds that we have to posit propositional attitudes only because of the success of the intentional strategy in explaining the behavior of our fellows. And, at the same time, he explicitly denies to be a mental fictionalist. As he puts it:

Some instrumentalists have endorsed fictionalism, the view that certain theoretical statements are useful falsehoods, and others have maintained that the theoretical claims in question were neither true nor false but mere instruments of calculation. I defend neither of these varieties of instrumentalism; as I said when first I used the term above: “people really do have beliefs and desires, on my version of folk psychology, just as they really have centers of gravity.” (Dennett 1987b, 72; the first two emphases are in the original, the third one is ours)

Of course, there are cases where folk psychological explanations, or, as he calls it, “the intentional stance” does not work because of the failure of the assumption of rationality. However, it is crucial that in these cases Dennett does not want to maintain the intentional, i.e. folk psychological discourse. As he puts it: “This is not to say that we are always rational, but that when we are not, the cases defy description in ordinary terms of belief and desire” (Dennett 1987a, 87; emphasis is ours). In such situations, we have to step back and apply other kinds of explanations.

The last possibility is the one where you think that there could be only explanation-dependent reasons to acknowledge propositional attitudes, but you also think that these explanations are flawed. In this situation, the only rational conclusion, we think, is that there are no propositional attitudes. What else could you think? If you take the explanations in question as
unsuccessful and, at the same time, you also think that propositional attitudes are theoretical entities whose existence depends on the success of the explanations they take part in, then you will have no other logical option but to deny the existence thereof. So, if that would be the reason to be a fictionalist, it is indeed based on ontological doubts. Consequently, you cannot be a realist about propositional attitudes, a fortiori, you cannot reasonably choose realist mental fictionalism. The presence of ontological doubts is explicitly stated by a committed fictionalist, namely Demeter in the following way:

Folk psychology represents agents in a way similar to how some fictions represent the world: in a way they are not, and—as folk psychology does not state facts—cannot be. In this sense folk psychology is a tool for making Escherian representations. Escher’s Drawing Hands, for example, is not a representation of hands drawing one another, but a representation as if hands were drawing one another—as if it were possible. (Demeter 2013, 497)

In other words, according to Demeter, folk psychological sentences are about impossible states of affairs, so they cannot exist. What is this if not a radical ontological doubt about propositional attitudes?

To conclude, Bács’s objections did not persuade us that our earlier argumentation against mental fictionalism was wrong. We still think our “phenomenological objection” does show that mental fictionalism is undermotivated. Moreover, we think that the realist fictionalist approach mentioned by Bács is not even a consistent standpoint, therefore it can hardly motivate the acceptance of mental fictionalism, too.
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1. Introduction

In this paper, I will discuss boulesic and deontic logic and the relationship between these branches of logic. By ‘boulesic logic’ (from the Greek ‘boulesis’), ‘the logic of the will,’ ‘conative logic,’ or ‘volative logic’ I mean a kind of logic that deals with ‘boulesic’ concepts, words, expressions, sentences, principles, arguments and systems. Boulesic logic is a new kind of logic. There are hints about such a logic in the literature, but few attempts to develop the basic idea in detail. The main results in this paper are therefore entirely new.1

1 In the Nicomachean Ethics (Book VI and VII), Aristotle mentions a special kind of practical syllogism where the conclusion is a command or act. This suggests that the Greek philosopher might have envisioned some sort of ‘practical logic.’ Immanuel Kant discusses some principles that it is plausible to be included in a boulesic logic, for instance, the so-called hypothetical imperative (see below for more on this). Some similar principles were discussed already by various medieval thinkers (see Knuuttila 2004, 3.3). In 1926, Ernst Mally published the book Grundgesetze des Sollens, which is generally thought to contain the first published formal deontic system ever. Mally’s book has the subtitle Elemente der Logik des Willens (Elements of the Logic of (the) Will), which indicates that he saw important connections between deontic logic and the logic of the will. In fact, he might have thought they are the same thing. There are some similarities between boulesic logic and ‘intentional logic,’ even though there are also many important differences. Later in the introduction, I will say more about this. For some information on intentional logic, see, for example, (Broersen 2011; Broersen, Dastani and van der Torre 2001; Cohen and Levesque 1990; Lorini and Herzig 2008; Marra and Klein 2015; and Semmling and Wansing 2008). Harry Gensler develops a logic of the will as a part of a kind of ‘belief logic’ that is based on imperative logic and extends ideas introduced by Hector-Neri Castañeda in several works (see Gensler 2002, Chapter 10 for more on this). See also (Bratman 1999).
Some examples of boulesic words include ‘wanting,’ ‘willing,’ ‘accepting,’ and ‘consenting.’ Many words and expressions in the vicinity might also be classified as boulesic, such as ‘intending,’ ‘desiring,’ ‘rejecting,’ ‘loving,’ and ‘hating,’ and—more generally—‘having a pro-attitude.’ A boulesic concept is a concept expressed by a boulesic word. A boulesic sentence is a sentence that (essentially) includes a boulesic word. A boulesic argument is an argument that (essentially) involves a boulesic sentence, and a boulesic system is a system that (essentially) includes various boulesic axioms and/or rules of inference.2

Here are some examples of boulesic sentences:

- John wants to win.
- Jennifer wants it to be the case that there will be peace.
- Sonny accepts the fact that he is never going to be a professional football player.

Here are some examples of boulesic principles (not necessarily valid):

- No one wants it to be the case that $A$ and also wants it to be the case that not-$A$.
- If a perfectly rational individual $x$ wants it to be the case that $A$ and $B$ is a necessary means to $A$, then $x$ wants it to be the case that $B$.
- It is permitted that you perform this action only if everyone who is perfectly rational consents to the idea that you perform this action.

Here are some examples of boulesic arguments (not necessarily valid):

Boulesic logic, in the sense that I am using the term, is similar to deontic logic, intentional logic, imperative logic (if there is such a thing) and certain forms of epistemic and doxastic logics, and there seem to be important connections between, for instance, boulesic and deontic logic (for more on this, see sections 3.4, 3.5 and 4.3). However, there are also important differences between these branches, and there are, as far as I know, no systems of the kind introduced in this paper in the literature.2 These are not meant to be exact definitions. There are sentences that include boulesic words that are not boulesic—for example, ‘The word “want” is an English word’ and ‘Jim believes that Greta wants to become a doctor’—and there are arguments that include boulesic sentences that are not boulesic, etc. Hence, I have added the qualification ‘essentially.’
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Argument 1
1. Henrietta wants the sun to shine.
2. Henrietta wants to go to the beach.
   Hence:
3. Henrietta wants the sun to shine and go to the beach. [From 1 and 2]

Argument 2
1. Mona wants to be happy.
   Thus:
2. If Mona is perfectly rational, she consents to the idea that she is happy. [From 1]

Argument 3
1. Every person in the class wants to pass the exam.
2. Sandra is a person in the class.
3. It is necessary that Sandra passes the exam only if she studies hard.
   Therefore:
4. If Sandra is perfectly rational, she wants to study hard. [From 1−3]

I will concentrate on two types of boulesic expression in this paper: ‘individual $c$ wants it to be the case that $A$’ and ‘individual $c$ accepts that it is the case that $A$’ or ‘individual $c$ consents to the state of affairs (the fact/the idea) that $A$.’ These expressions will be symbolised by two sentential operators, $\mathcal{W}$ and $\mathcal{A}$ respectively, which take individual terms and sentences as arguments and give sentences as values. That is, in the formal sentence $\mathcal{W}_c B$, the constant $c$ refers to an individual and $B$ is any well-formed sentence (and similarly for $\mathcal{A}_c B$). In other words, ‘$\mathcal{W}_c B$’ is read as ‘$c$ wants it to be the case that $B$’ and ‘$\mathcal{A}_c B$’ is read as ‘$c$ accepts that it is the case that $B$.’

Deontic logic is a relatively well-established branch of logic. It deals with normative concepts, sentences, arguments and systems. For introductions to this branch of logic, see for example (Åqvist 1987, 2002; Gabbay et al. 2013; and Hilpinen 1971, 1981). In this paper, I will show how deontic logic can be grounded in boulesic logic in a certain sense. I will develop a set of semantic tableau systems that include boulesic and alethic operators, possibilist quantifiers and the identity predicate, and I will show how these
systems can be augmented by a set of deontic operators. I use a kind of possible world semantics to explain the intended meaning of our formal systems. Intuitively, we can think of our semantics as a description of the structure of a perfectly rational will. I mention some interesting theorems that can be proved in our systems, including several versions of the so-called hypothetical imperative (if you want $A$ and $B$ is a necessary means to or condition for $A$, then you also want $B$ insofar as you are rational; more about this below). Finally, I show that all systems that are described in this paper are sound and complete with respect to their semantics.

$W$ takes any sentence as its argument. In $W_c B$, $B$ can be any well-formed formula whatsoever. So, it is possible to want anything, so to speak. $B$ can be about the present time (I want you to be here now), about the future (She wants to become a doctor [some time in the future]) or about the past (I want [hope, desire, wish] that I made the right choice yesterday (Feldman 2004, 62)); it can be about a contingent state of affairs (She wants to buy a house) or a necessary state of affairs (He wants this mathematical theorem to be true); it can be about facts concerning nature (He wants the sun to shine tomorrow) or about various mental states (I want to feel happy); it can be about $c$ (He wants to be happy) or about some other individual or individuals (She wants her children to be happy), and so on. According to our systems, it is meaningful to speak about wanting anything, and it is (logically) possible that any sentence of the form $W_c B$ is true. It is even possible for someone to want something that is impossible. It seems reasonable to me that our systems allow this. Normally, if we want $B$, it is probably true that $B$ is a contingent state of affairs that is in (or about) the future. However, this does not appear to be logically necessary. The same is true about $A$ (acceptance). If we assume that $c$ is perfectly rational (reasonable or wise), things are different. It seems plausible, for example, to claim that every perfectly rational (reasonable or wise) individual only wants something if it is possible; let us call this principle the Want-Can principle ($WC$). Nonetheless, there is a difference between what a perfectly

---

3 In every system that includes the tableau rule $T - WC$ (Table 18), we can prove this principle. $T - WC$ is valid in the class of all models that satisfy $C - WC$ (see Section 3.3.5 for more on this). Note that the Want-Can principle does not entail
rational individual wants and what some arbitrary agent desires. It appears to be possible for someone who is not perfectly rational to want something that is impossible. In fact, there are probably actual examples of people with an inconsistent will. Yet, this should come as no surprise: not everyone is perfectly rational.4

When we say that someone wants something (or accepts something), we usually mean that she wants (accepts) this ‘thing’ in an all-things-considered sense in this paper; we do not necessarily mean that she wants it in itself. It is possible to want something as a means to something else and it is possible to want something in itself and it is possible to want something all-things-considered. Someone can, for example, want to study for the exam in an all-things-considered sense even though she does not want this in itself. She wants to study for the exam because she wants to pass the exam and she believes that she will pass the exam only if she studies for it. Studying is a means to an end. Moreover, it is possible for someone to want (or accept) A in an all-things-considered sense even if she does not like every aspect of A or every consequence of A and even if she has some desire (a prima facie desire) for not-A.

that everyone ought to want something only if it is possible. The latter thesis is independent of the Want-Can principle. The Want-Can principle is even compatible with the proposition that some individuals that are not perfectly rational ought to want some things that are impossible (in every system in this paper). Furthermore, it may still be reasonable to think about doing something impossible, to daydream about doing something impossible, and perhaps also to wish that something impossible be the case. But (merely) thinking, wishing, daydreaming, and so on is not the same thing as wanting.

4 Some philosophers seem to think that desires (and wants) are always future-oriented—that is, they think that if at time t, someone S desires that p be the case, then p is future relative to t. Wayne Sumner might be an example (Sumner 1996, 128–30; Sumner 2000). Other philosophers appear to reject this thesis (see, for example, Feldman 2004, 61–63). According to our systems, wants are not necessarily concerned with the future; it is possible that they are directed at the present or the past too, for instance. Still, I am inclined to believe that all ‘genuine’ wants are future-oriented for perfectly rational individuals—at least if we assume that facts about the past and the present are historically settled. Thus, I think our systems can do justice to Sumner’s intuitions, at least to some extent.
For perfectly rational individuals wanting is a ‘stronger’ attitude than consenting (at least, in every class of models that satisfies $C - bD$ (Table 3)). If a perfectly rational individual wants $A$, she also consents to $A$ (given that we accept $C - bD$). However, it is possible for a perfectly rational individual to consent to something that she does not want. A perfectly rational individual may, for example, consent to doing some boring chore in a particular situation even though doing this chore is not something she wants. Sometimes we can use the words ‘agree,’ ‘allow,’ ‘approve,’ ‘condone’ or ‘tolerate’ instead of ‘accept’ or ‘consent.’ Again, in this paper, we use ‘accept’ etc. in an all-things-considered sense. It is possible for someone to consent to $A$ even though she objects to some aspects of or consequences of $A$. In every system in this paper, it is possible (even for a perfectly rational individual) to accept that $A$ and (at the same time) to accept that not-$A$.

If $c$ is not perfectly rational, almost nothing interesting at all follows logically from the fact that $c$ wants something or accepts something.\(^5\) For instance, if $c$ is not perfectly rational and wants it to be the case that $A$, it does not follow that it is not the case that $c$ also wants it to be the case that not-$A$. If $c$ is not perfectly rational and $c$ wants it to be the case that $A$, it does not follow that $c$ also wants it to be the case that $B$ even if $B$ is a necessary condition for $A$ and $c$ knows this. It is probably not rational to want it to be the case that $A$ and also want it to be the case that not-$A$, etc., but it does not seem to be logically impossible. And, in fact, according to our systems it is not. This is as it should be. We cannot prove the proposition that no one wants it to be the case that $A$ and wants it to be the case that not-$A$ in any system introduced in this paper. Nevertheless, in some systems (for instance every system that includes the rule $T - bD$; Table 14), we can prove the proposition that no one that is perfectly rational wants it to be the case that $A$ and wants it to be the case that not-$A$ (for more on this principle, see Section 3.3.3). These facts do not exclude the

\(^5\) I say ‘almost nothing interesting,’ because we can still draw all usual conclusions from this fact. For example, if $c$ wants it to be the case that $A$, then it is not the case that it is not the case that $c$ wants it to be the case that $A$, etc. But we do not need a special boulesic logic to draw such conclusions.
possibility that there are psychological laws that make it historically impossible to combine different attitudes. It might, for instance, be historically necessary that no one (not even anyone that is imperfectly rational) wants it to be the case that A and also at the same time wants it to be the case that not-\(A\). I am inclined to believe that this is not the case, at least not always. Yet, it is not logically impossible according to our systems: our systems do not rule out this possibility, and I believe that this is plausible.\(^6\)

Boulesic logic, in the sense that I am using the term, is about the rational will, not only about what people actually want and accept and what follows from this. It attempts to give a description of the will of perfectly rational, reasonable or wise individuals. However, we can also use the systems in this paper to symbolise propositions about what individuals that are not perfectly rational want, accept, etc. Yet, the new, interesting boulesic laws that can be proved in our systems are not empirical, psychological laws; they do not ‘describe’ the contingent boulesic lives of actual people, even though the contents of these laws can include claims about what individuals that are not perfectly rational want, accept, etc.; they are ‘laws of rationality.’ Derivatively, boulesic logic also tells us how we must structure our wants if we are to be (perfectly) rational. Of course, exactly what it means to be ‘perfectly rational’ is something of an open question

---

\(^6\) It does not appear to be logically impossible for human beings to be perfectly rational, but it is very likely that no actual human being is perfectly rational; it might even be historically impossible for human beings to instantiate this property. Still, it seems to be the case that people are not totally irrational either. Normally, it appears to be true that if someone wants it to be the case that \(A\), she does not also at the same time want it to be the case that not-\(A\), etc. If this were not the case, we would probably not be able to ascribe wants to anyone. Furthermore, it is hard to think that an individual that often wanted it to be the case that \(A\) and also wanted it to be the case that not-\(A\) would survive for any long period: she would likely be stuck between alternatives like Buridan’s ass and starve to death or be eaten by a predator. It is primarily a question for psychologists and other scientists, not for philosophers or logicians, to find out if there are any historically necessary laws of this kind.
and different answers to this question may lead to different boulesic systems. In boulesic logic, we can investigate the consequences of various ways of making the concept of perfect rationality more precise.

There are many ideas about what it means to be rational and many concepts of rationality. According to my view, the ‘essence’ of rationality is consistency; to be rational is to be consistent (in a wide sense). This involves, at least, consistency with oneself, but perhaps also consistency with the world and with other individuals. According to this view of rationality, it is very plausible to assume that one cannot be perfectly rational if one believes that $A$ and that not-$A$, or if one wants it to be the case that $A$ and that not-$A$. This is the core of the concept of rationality that I am trying to explicate in this paper. This concept of rationality should be distinguished from the concept that is often used in, for example, game theory and similar disciplines. In game theory, one usually assumes that every individual is an ‘egoist’ in the sense that she is only interested in satisfying her own preferences. In game theory rationality is something like enlightened self-interest. Rationality-as-consistency should also be distinguished from a kind of ‘rationality’ that might be called ‘pragmatic.’ Suppose an eccentric (and very rich) neuroscientist were to offer you 10,000,000 pounds if you were able to believe in a contradiction and want this contradiction to be true. In this situation it might be plausible to say that it is ‘rational’ to believe in the contradiction and want it to be true, in some sense of ‘rational.’ We can call this kind of rationality ‘pragmatic.’ Suppose you were able to believe in the contradiction and want it to be true. Then we could say that you were pragmatically rational, but you would not be perfectly rational in our sense of this term. Rationality-as-consistency seems to me to be the most basic form, even though I do not deny that it might be fruitful to talk about rationality in other senses too. Much more could be

---

7 Such preferences can include otherregarding or altruistic preferences. Still, if an individual does not have any otherregarding or altruistic preferences, it is not rational for her to care about other people according to standard versions of game theory.
said about different theories of rationality, but this suffices for our purposes in the present paper.8

One could develop a boulesic logic as a kind of normal modal system and introduce a boulesic operator for every individual, where every operator functions as a normal modal operator. Let us call a boulesic system of this kind an ‘ordinary boulesic system.’ Nonetheless, there are certain problems with this approach. Firstly, in a system of this kind, it seems unlikely that \( \mathcal{W} \) can be used to symbolise what actual persons want, for in such systems everyone wants everything that is necessary, no one has conflicting wants (without wanting absolutely everything), and every individual is such that if she wants \( A \) and \( B \) is a (logically) necessary means to \( A \) (i.e. if \( A \) entails \( B \)), then she also wants \( B \). But all of this seems false. Secondly, if we restrict a boulesic logic to perfectly rational individuals (to avoid the first problem), we cannot speak about what persons that are not perfectly rational want, accept, etc., at least not in a natural way (we would have to use atomic formulas). Thirdly, we want to be able to symbolise such sentences as ‘Everyone wants to be happy,’ ‘No perfectly rational individual wants it to be the case that both \( A \) and not-\( A \),' and ‘Everyone in the room wants to take the course.’ Fourthly, in an ordinary boulesic system we implicitly have to assume that every perfectly rational individual is necessarily perfectly rational. It is not immediately obvious that this is the case. In our systems, we can investigate what follows if there are individuals that are only contingently perfectly rational. It is also meaningful, in principle, to ask whether we should be perfectly rational. If we can only speak about perfectly rational individuals, this does not seem possible. Fifthly, there are many arguments that are intuitively plausible (valid) that cannot be proved in ordinary boulesic systems that can be established in our systems. Argument 3 above is an example. The conclusion in this argument is derivable from the premises in every logic in this paper that includes the rule \( T – MW \) (see Table 18). In Section 5.1, I will show this. Yet, argument 3 cannot be proved in any ordinary boulesic system, at least not without adding extra, implicit

---

8 For more on the concept of rationality, see, for example, (Broome 2013; Horty 2015; and Mele 2004).
premises. For these (and some other) reasons, I think the logics developed in this essay are preferable. In spite of this fact, they can be seen as an elaboration of the modal approach. All our systems include an ordinary modal part, with two kinds of modal operators for absolute and historical necessity and possibility.9

As I mentioned in footnote 1, there are some similarities between boulesic logic and ‘intentional logic,’ even though there are also many important differences. My formal approach is quite different from the formal approach found in the literature on intentional logic. I want to point out some differences. (i) The systems that are developed in the literature on intentional logic are often axiomatic. I use semantic tableaux. (ii) As far as I know, no intentional system includes a distinction between perfectly rational individuals and individuals that are not perfectly rational. Hence, the same logical principles hold for everyone in such systems. In my systems, it is not necessarily the case that individuals who are not perfectly rational satisfy the same principles that perfectly rational individuals satisfy. (iii) Intentions are sometimes required to be consistent while desires are not. In such intentional systems, it is logically impossible that some individual intends to do something and also intends not to do it. In my systems, it is always logically possible that someone (who is not perfectly rational) wants A at the same time that she wants not-A. (iv) Intentional systems are often at least as strong as so called classical modal systems. This means that an individual c intends (that) A iff (if and only if) she intends everything that is logically equivalent with A. In my systems, it is possible that an individual (who is not perfectly rational) wants A even though she does not want everything that is logically equivalent with A. (v) The intentional systems are not usually combined with predicate logic. Therefore, it is not possible to quantify over agents in such systems. They cannot be used to symbolize

9 For some introductions to ordinary (alethic) modal logic, see, for example, (Blackburn, de Rijke, and Venema 2001; Blackburn, van Benthem, and Wolter 2007; Chellas 1980; Fitting and Mendelsohn 1998; Gabbay 1976; Garson 2006; Kracht 1999; and Lewis and Langford 1932). For more on modal predicate logic, see, for example, (Barcan (Marcus) 1946; Carnap 1946; Garson 1984, 2006; Hintikka 1961; Hughes and Cresswell 1968; Parks 1976; and Priest 2008).
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expressions of the following kind: ‘Everyone who is such and such intends to do this or that,’ and ‘someone who is such and such intends to do this or that.’ In all systems in this paper, we can symbolise expressions of the following kind: ‘Everyone who is such and such wants it to be the case that,’ and ‘someone who is such and such wants it to be the case that.’ (vi) Intentional systems are often weaker than so-called normal modal systems (at least for desires). This means that one cannot prove that if an individual desires (intends) (that) $A$ then she also desires (intends) (that) $B$ even though $B$ is a necessary means to $A$. Similarly, in our systems we cannot prove that if an individual wants $A$ then she also wants every necessary condition of $A$. However, in some systems we can show that if a *perfectly rational* individual wants $A$ and $A$ necessarily implies $B$, then she also wants $B$ (see the discussion about hypothetical imperatives below). (vii) At least in some intentional systems the following propositions are valid: if an individual $x$ intends that $A$ and $x$ intends that $A$ implies $B$ then $x$ intends that $B$, and if it is valid that $A$ implies $B$ then if $x$ intends that $A$ then $x$ intends that $B$. In our systems, it is not generally true that if an individual $x$ wants it to be the case that $A$ and $x$ wants it to be the case that $A$ implies $B$ then $x$ wants it to be the case that $B$; nor is it necessarily the case that $x$ wants it to be the case that $B$ if $x$ wants it to be the case that $A$ given that it is valid that $A$ implies $B$. However, the latter principles do hold in our systems if they are restricted to *perfectly rational* individuals. (viii) As I am using the terms, intentions and wants are not the same thing. You can want someone else to do something, but you cannot intend someone else to do something. Intentions are directed towards (our own) actions, while it is possible to want all sorts of things. Wanting to do something and intending to do it might be the same thing, but it is not obvious that this is the case. If wanting to do something and intending to do it are not the same thing, wanting to do something probably often causes an intention to do it. So, we should make a distinction between intentions and wants. These are some of the most important differences.

Furthermore, I believe, that we should make a distinction between ‘wants’ and ‘wishes’ and not only between ‘wants’ and ‘intentions.’ Wanting something is not (necessarily) the same thing as wishing it were true, even
though we may sometimes use ‘wish’ instead of ‘want.’ Wishing something impossible were true might perhaps be possible even for a perfectly rational individual, even though it seems to be reasonable to claim that no perfectly rational individual wants impossible things (in an all-things-considered sense). It seems possible that the sentence ‘I wish you were here’ could be true (even in a situation where it is historically impossible for you to be here [now]), while ‘I want you were here’ is not even grammatical.

There are many good reasons to be interested in the results in this paper, both logical and philosophical. I cannot discuss all of these reasons: instead I will focus on one to illustrate the philosophical usefulness of our technical results.

The systems in this paper can be used to analyse and shed some light upon various interpretations of some philosophically interesting principles—for instance, the so-called hypothetical imperative. The notion of a hypothetical imperative was introduced by Immanuel Kant. In Grundlegung zur Metaphysik der Sitten, Kant characterises a hypothetical imperative in the following way:

‘Who wills the end, wills (so far as reason has decisive influence on his actions) also the means which are indispensably necessary and in his power’ and “‘If I fully will the effect, I also will the action required for it” is analytic.’ (Kant 1991, 45 [originally published in 1785]; English translation in Paton 1948, 80–81.)

Since Kant, there has been debate about how one should formulate the hypothetical imperative and how it should be interpreted, and about whether it is true or not. I will now show how one can use boulesic-deontic logic to distinguish between several different interpretations of this famous principle. I will consider eight of the most interesting readings and then show how they can be formalised in our systems. Finally, I will indicate which versions can be proved in various systems.10

1. It is universally necessary that, for every \(x\), if \(x\) wants it to be the case that \(A\) and it is necessary that if \(A\) then \(B\), then \(x\) wants it to be the

10 Kant is usually taken to mean that moral principles are necessary and universal. Hence, I will interpret the hypothetical imperative in the same way.
case that $B$. $\Pi x((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow \mathcal{W}_x B)$. (Translation key. $U$: It is universally (absolutely) necessary that. $\Pi x$: For every [possible] $x$. $\mathcal{W}_x$: $x$ wants it to be the case that. $\Box$: It is historically necessary that. $\rightarrow$: Material implication.)

2. It is universally necessary that, for every $x$, if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then it ought to be the case that $B$. $\Pi x((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow OB)$. (Translation key. The same as before. $O$: It ought to be the case that.)

3. It is universally necessary that, for every $x$, if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then $x$ ought to want it to be the case that $B$. $\Pi xO((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow \mathcal{W}_x B)$.

4. It is universally necessary that, for every $x$, if $x$ is perfectly rational, then if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then $x$ wants it to be the case that $B$. $\Pi x((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow \mathcal{W}_x B)$.

5. It is universally necessary that, for every $x$, if $x$ is perfectly rational, then if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then $x$ ought to want it to be the case that $B$. $\Pi xO((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow OB)$.

6. It is universally necessary that, for every $x$, if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then $x$ wants it to be the case that $B$. $\Pi x((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow \mathcal{W}_x B)$.

7. It is universally necessary that, for every $x$, if $x$ is perfectly rational, then if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then it ought to be the case that $B$. $\Pi x(Rx \rightarrow ((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow OB))$.

8. It is universally necessary that, for every $x$, if $x$ is perfectly rational, then if $x$ wants it to be the case that $A$ and it is necessary that if $A$ then $B$, then $x$ ought to want it to be the case that $B$. $\Pi x(Rx \rightarrow ((\mathcal{W}_x A \land \Box (A \rightarrow B)) \rightarrow OW_x B))$.

(1), (2), (3), (6), (7) and (8) are so-called ‘narrow-scope’ readings of the hypothetical imperative; (4) and (5) are so-called ‘wide-scope’ readings. Note how the consequent in the various interpretations varies. In (1), the
consequent is about an attitude; in (2), the consequent is about a norm; and in (3), it is about a norm about an attitude, etc. Readings (1)–(5) cannot be proved in any system in this paper: they are not valid in any class of model that we consider. In Section 5.1, I will show that the following ‘instance’ of (1) is not valid (in the class of all models): $\Pi x((W_xQx \land \Box (Qx \rightarrow Dx)) \rightarrow W_xDx)$, where $Q$ and $D$ are two monadic predicates. In our example, $Qx$ stands for ‘$x$ quenches her thirst’ and $Dx$ stands for ‘$x$ drinks some water.’ Since $\Pi x((W_xQx \land \Box (Qx \rightarrow Dx)) \rightarrow W_xDx)$ is not valid in the class of all models, it follows that not every instance of $\Pi \Pi x((W_xA \land \Box (A \rightarrow B)) \rightarrow W_xB)$ is valid in the class of all models. Nevertheless, (6)–(8) can be deduced in some systems: (6) is provable in any boulesic (or boulesic-deontic) system that includes the rule $T - MW$; (7) and (8) cannot be established in any pure boulesic system: we need a boulesic-deontic system; (7) can be derived in every boulesic-deontic system that includes the rules $T - WO$, $T - HW$ and $T - MW$ (I will establish this in Section 5.1); (8) can be proved in every boulesic-deontic system that includes the rules $T - WO$, $T - HW$, $T - MW$, $T - a4$, $T - b4$ and $T - FTR$. (For more on these rules, see Section 4.2.)

It seems to me that interpretation (6) comes very close to Kant’s own reading of the hypothetical imperative. If this is correct, we can prove that Kant was right: ‘Who wills the end, wills (so far as reason has decisive influence on his actions) also the means which are indispensably necessary...’ is, in this sense, a necessary universal truth in some models. In Section 3.6, I will discuss a semantic argument that shows that (6) is valid in the class of all models that satisfy $C - MW$ (see Table 5).\footnote{For more information about the hypothetical imperative, see, for example, (Bedke 2009; Broome 1999; Brunero 2010; Downie 1984; Feldman 1986, Chapter 5; Foot 1972; Gensler 1985; Greenspan 1975; Harsanyi 1958; Hill 1973, 1989; Korsgaard 2008; Marshall 1982; Shaver 2006; Schroeder 2004, 2005, 2009, 2015; Wallace 2001; and Way 2010). There are at least two interesting questions about the interpretation of the hypothetical imperative. (1) What does (or should) the ‘consequent’ of the hypothetical imperative say (is it a claim about an attitude, a norm about what ought to be or about what we ought to do, or a norm about an attitude)? Kant seems to think that the consequent is about an attitude, about willing. But it has also been suggested that the consequent is a norm about what we ought to do or...}
The discussion of the hypothetical imperative above clearly shows, I believe, that the systems introduced in this paper are philosophically interesting. In conclusion, the topic of this article is both philosophically and logically well motivated.\textsuperscript{12}


\textsuperscript{12} There are many other good reasons to be interested in the systems in this paper and also some potential problems with the whole project. I cannot discuss every interesting philosophical issue that is related to the topics of this paper. However, I would like to briefly mention a potential problem that was raised by an anonymous reviewer. According to this reviewer it may in principle be interesting to devote some attention to specific logical/inferential features of sentences which speak about willing/wanting, but there is no real need for a comprehensive logical theory of expressions of this kind. It is, of course, possible that this view is correct, but is seems highly problematic to me. If it is interesting to devote some attention to specific logical/inferential features of sentences which speak about willing/wanting, it seems to me that it must also be interesting to try to develop a comprehensive logical theory of expressions of this kind. In general, it is more interesting to have a comprehensive theory of some ‘phenomenon’ than just a piecemeal grasp of some unconnected truths (and almost everyone, I think, agrees with this view). Consider a similar argument. ‘Though in principle it may be interesting to devote some attention to specific logical/inferential features of sentences which speak about propositional (truth-functional) truths there is no real need for a comprehensive logical theory of expressions of this kind. For example, we do not need sound and complete systems of propositional logic. There is no point in trying to construct axiomatic systems or tableau systems of propositional logic. It is enough if we study the law of non-contradiction, the law of identity, the law of excluded middle, etc.’ This argument is obviously highly problematic and I believe few people would be convinced by it. When philosophers and logicians started to study propositional logic systematically, constructed sound and complete systems, and proved that they were sound and
The paper is divided into seven main sections. Section 2 deals with the syntax and Section 3 with the semantics of our systems. In Section 4, I describe the proof theory of our logics, while Section 5 includes some examples of theorems. Section 6 contains soundness and completeness proofs for every system. Finally, Section 7 includes a short conclusion and summary.

2. Syntax

2.1. Alphabet

Terms
(i) A set of variables $x_1, x_2, x_3, \ldots$
(ii) A set of constants (rigid designators) $k_{d_1}, k_{d_2}, k_{d_3}, \ldots$

Predicates
(iii) For every natural number $n > 0$, $n$-place predicate symbols $P_{1}^{n}, P_{2}^{n}, P_{3}^{n}, \ldots$
(iv) The monadic existence predicate $E$, and the monadic rationality predicate $R$.
(v) The dyadic identity predicate (necessary identity) $=$.

Connectives
(vi) The primitive truth-functional connectives $\neg$ (negation), $\land$ (conjunction), $\lor$ (disjunction), $\rightarrow$ (material implication) and $\leftrightarrow$ (material equivalence).

complete, this was an extremely important development in the history of logic. Why should there be any difference if one talks about ‘logical/inferential features of sentences which speak about willing/wanting’? The reviewer might be right that we do not ‘need’ boulesic logic in some senses of this word. For example, we do not need it to survive or for society to go on functioning. But, then again, we do not need any comprehensive logical theory at all for these purposes. The fact that we do not ‘need’ boulesic logic in some senses of the term ‘need,’ doesn’t show that the topic of my paper isn’t interesting. And it certainly does not follow that the project is not worth the effort. In conclusion, this potential problem does not strike me as particularly serious.
Operators
(vii) The alethic operators $U$ (universal necessity), $M$ (universal possibility), $\Box$ (historical necessity) and $\Diamond$ (historical possibility).\(^{13}\)
(viii) The deontic operators $O$ (Ought) and $P$ (Permission).
(ix) The boulesic operators $W$ (Want) and $A$ (Accept).

Quantifiers
(x) The (possibilist) quantifiers $\Pi$ (For all) and $\Sigma$ (For some).

Parentheses
(xi) The brackets $)$ and $(."

I will use $x$, $y$ and $z \ldots$ for arbitrary variables, $a$, $b$, $c \ldots$ for arbitrary constants, and $s$ and $t$ for arbitrary terms (with or without primes or subscripts). For more on the set of constants, see Section 3.1. I will use $F_n$, $G_n$, $H_n$, $\ldots$ for arbitrary $n$-place predicates and I will omit the subscript if it can be read off from the context.

$\Pi$ and $\Sigma$ are substitutional, ‘possibilist’ quantifiers because the domain is the same in every possible world and every object in the domain has a name (Section 3). Thus, in effect, they vary over every object in the domain.

2.2. Languages

I will consider two languages in this paper. The first, $L_1$, does not include the deontic operators; the second, $L_2$, does. $L_1$ is constructed from clauses (i)–(viii) and (x), and $L_2$ from clauses (i)–(x) below.

(i) Any constant or variable is a term.
(ii) If $t_1, \ldots, t_n$ are any terms and $P$ is any $n$-place predicate, $P_{t_1 \ldots t_n}$ is an atomic formula.

---

\(^{13}\) $U$ and $M$ are standard universal modalities (see almost any introduction to modal logic). For more on the concepts of historical necessity and possibility, see, for example, (Åqvist and Hoepelman 1981; and Chellas 1969). In this paper, I will not try to combine boulesic logic and temporal logic since I want to keep things relatively simple. However, it is in principle possible to combine the systems in this paper with various tense systems. I hope to do this in future work (see the conclusion in Section 7).
(iii) If \( t \) is a term, \( Et \) (‘\( t \) exists’) is an atomic formula and \( Rt \) (‘\( t \) is perfectly rational’) is an atomic formula.

(iv) If \( s \) and \( t \) are terms, then \( s = t \) (‘\( s \) is identical with \( t \)’) is an atomic formula.

(v) If \( A \) and \( B \) are formulas, so are \( \neg A \), \( (A \land B) \), \( (A \lor B) \), \( (A \rightarrow B) \) and \( (A \leftrightarrow B) \).

(vi) If \( A \) is a formula, so are \( UA \) (‘it is universally [or absolutely] necessary that \( A \)’), \( MA \) (‘it is universally [or absolutely] possible that \( A \)’), \( \Box A \) (‘it is [historically] necessary that \( A \)’) and \( \Diamond A \) (‘it is [historically] possible that \( A \)’).

(vii) If \( B \) is any formula and \( t \) is any term, then \( \mathcal{W}_tB \) (‘\( t \) wants it to be the case that \( B \)’) and \( \mathcal{A}_tB \) (‘\( t \) accepts that it is the case that \( B \)’) are formulas.

(viii) If \( A \) is any formula and \( x \) is any variable, then \( \Pi xA \) (‘for every [possible] \( x \): \( A \)’) and \( \Sigma xA \) (‘for some [possible] \( x \): \( A \)’) are formulas.

(ix) If \( A \) is a formula, then \( OA \) (‘it ought to be the case that \( A \)’) and \( PA \) (‘it is permitted that \( A \)’) are formulas.

(x) Nothing else is a formula.

\( A \), \( B \), \( C \) \ldots stand for arbitrary formulas, and \( \Gamma \), \( \Phi \) \ldots for sets of formulas. The concepts of bound and free variables, and open and closed formulas, are defined in the usual way. \( (A)[t/x] \) is the formula obtained by substituting \( t \) for every free occurrence of \( x \) in \( A \). The definition is standard. Brackets around formulas are usually dropped if the result is not ambiguous.

2.3. Definitions

It is possible to introduce some new symbols into our languages by definitions. If we do that, the new symbols should be treated as pure metalogical abbreviations and we should not read anything more into the definitions. Here are some examples:

**Deontic operators.** \( FA = \text{df} \neg PA \). \( KA = \text{df} (PA \land P \neg A) \). \( NA = \text{df} \neg KA \).

**Actualist quantifiers.** \( \forall xA = \text{df} \Pi x(Ex \rightarrow A) \) and \( \exists xA = \text{df} \Sigma x(Ex \land A) \).
O and P are not included in L1; in L2 they are treated as primitive symbols. In some (but not all) systems that I will describe, O, P and F are ‘definable’ in terms of the boulesic operators in the sense that we can prove that the following equivalences are logically true: $OB \leftrightarrow \Pi x(Rx \rightarrow W_x B)$ (‘It ought to be the case that B iff everyone who is perfectly rational wants it to be the case that B’); $PB \leftrightarrow \Pi x(Rx \rightarrow A_x B)$ (‘It is permitted that B iff everyone who is perfectly rational accepts that [consents to the state of affairs that] it is the case that B’); and $FB \leftrightarrow \Pi x(Rx \rightarrow W_x \neg B)$ (‘It is not permitted that B iff everyone who is perfectly rational wants it to be the case that not-B’). However, since it is not immediately obvious that these equivalences should hold, and since we want to know which assumptions we must make to be able to prove them, we do not introduce the deontic operators through definitions in this paper. Furthermore, when I say that O, P and F are ‘definable’ in terms of the boulesic operators, this should not be taken to imply that, for example, ‘OB’ has the same meaning as ‘$\Pi x(Rx \rightarrow W_x B)$’ or that ‘OB’ can be replaced by ‘$\Pi x(Rx \rightarrow W_x B)$’ in every context. (For more on this, see Section 4.2.12 and Table 30.)

One possible objection against these equivalences is that they seem to presuppose an extreme view of rationality according to which all rational agents should have essentially the same wishes. It is true that in the systems where we can prove the equivalences, all perfectly rational individuals want the same things (see Sections 3.3.7, 4.2.8 and 4.2.12). If a is perfectly rational and b is perfectly rational, then it is not the case that a wants C and b wants not-C in those systems (at least, if we also assume that they include, for example, $T \rightarrow bD$ (Table 14)). But is it not the case that this leaves no scope for legitimate conflicts of interests such as two businesspeople each wishing their own company to take market shares from that of the other, or two fathers both wishing that their own child wins a competition? I cannot discuss this argument in detail in this paper, but I want to make the following remarks. (1) Even in systems where we can prove the equivalences, it is possible that an individual a wants C and another individual b wants not-C (given that not both a and b are perfectly rational). (2) Even in systems where we can prove the equivalences, it is possible that it is permitted (and even obligatory) for some individual a to want C and for some other individual b to want not-C. (3) Even in systems where we can prove the equivalences and where both a and b are perfectly rational, it is possible that a wants to do ‘everything’ a can to win and that b wants to do ‘everything’ b can to win and that both a and b want ‘the best man’ to win, even
3. Semantics

3.1. Models

Definition 1 A model $\mathcal{M}$ is a relational structure $\langle D, W, \mathcal{R}, \mathcal{A}, v \rangle$, where $D$ is a non-empty set of individuals (the domain), $W$ is a non-empty set of possible worlds, $\mathcal{R}$ is a binary alethic accessibility relation ($\mathcal{R}$ is a subset of $W \times W$), $\mathcal{A}$ is a ternary boulesic accessibility relation ($\mathcal{A}$ is a subset of $D \times W \times W$), and $v$ is an interpretation function.

A supplemented model $\mathcal{M}_s$ is a relational structure $\langle D, W, \mathcal{R}, \mathcal{S}, \mathcal{A}, v \rangle$, where $D$, $W$, $\mathcal{R}$, $\mathcal{A}$ and $v$ are as in an ordinary model, and $\mathcal{S}$ is a dyadic deontic accessibility relation ($\mathcal{S}$ is a subset of $W \times W$).

$\mathcal{R}$ ‘corresponds’ to the alethic operators $\Box$ and $\Diamond$, $\mathcal{S}$ to the deontic operators $O$ and $P$, and $\mathcal{A}$ to the boulesic operators $W$ and $A$. Informally, $\mathcal{R} \omega \omega'$ says that the possible world $\omega'$ is alethically (historically) accessible from the possible world $\omega$, $\mathcal{S} \omega \omega'$ says that the possible world $\omega'$ is deontically accessible from the possible world $\omega$, and $\mathcal{A} \delta \omega \omega'$ says that the possible world $\omega'$ is acceptable to the individual $\delta$ in (or relative to) the possible world $\omega$, or that $\delta$ accepts $\omega'$ in (or relative to) $\omega$.

In Section 3.4, we will see how $\mathcal{S}$ and $\mathcal{A}$ can be defined, and we will explore the consequences of these definitions.

The valuation function $v$ assigns every constant $c$ an element $v(c)$ of $D$, and every possible world $\omega$ in $W$ and an $n$-place predicate $P$ a subset $v_\omega(P)$ (the extension of $P$ in $\omega$) of $D^n$. In other words, $v_\omega(P)$ is the set of $n$-tuples that satisfy $P$ in the world $\omega$. Hence, every constant is a kind of rigid designator: it refers to the same individual in every possible world. Nonetheless, the extension of a predicate may change from world to world and it may be empty in a world. Let $\mathcal{M}$ be an ordinary or supplemented model. Then the though it is not possible that both $a$ and $b$ win. (4) All systems I discuss are compatible with the proposition that it is possible for perfectly rational individuals to wish for incompatible things even though it is not possible for them to want incompatible things. So, it is not the case that those systems leave no scope for legitimate conflicts of interests. Whether or not they leave enough scope is, of course, debatable. Personally, I am inclined to believe that they do leave enough scope.
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language of \( \mathcal{M}, \mathcal{L}(\mathcal{M}) \), is obtained by adding a constant \( k_d \) such that \( v(k_d) = d \), to the language for every member \( d \in D \). Hence, every object in the domain of a model has at least one name in our language, but several different constants may refer to one and the same object.

The predicate \( R \) has a special interpretation in our systems. ‘\( Rc \)’ says that \( c \) is perfectly rational, perfectly reasonable or perfectly wise. If \( v(c) \) is in the extension of \( R \) at the possible world \( \omega \), this means that \( v(c) \) is perfectly rational, reasonable or wise in \( \omega \). Exactly what this means will depend on the conditions we impose on the boulesic accessibility relation \( \aleph \) (Section 3.3). \( R \) functions as an ordinary predicate. Hence, an individual \( \delta \) may be in \( R \)’s extension in one possible world even though \( \delta \) is not in \( R \)’s extension in every possible world. Accordingly, the fact that an individual \( \delta \) is perfectly rational, reasonable or wise in a possible world does not entail that \( \delta \) is perfectly rational, reasonable or wise in every possible world. In Section 3.3.8, we will see what happens if we add the extra assumption that every perfectly rational individual is necessarily perfectly rational (the semantic condition \( C–UR \) guarantees that this is the case: see Table 8). In the light of the definitions of the truth conditions for sentences of the forms \( \mathcal{W}_aC \) and \( \mathcal{A}_aC \) (see Section 3.2, conditions (ii), (xi) and (xii)), it should be obvious that \( R \) plays an important role in our systems. It will become even clearer when we introduce the various tableau rules in Section 4.2. Whether or not we can draw any interesting consequences from the fact that an individual \( c \) wants (or accepts) something (in a possible world) will depend on whether or not \( c \) is perfectly rational, that is, whether or not \( c \) is in \( R \)’s extension (in this possible world).

The valuation function assigns extensions to so-called matrices. Given any closed boulesic formula of the form \( \mathcal{W}_tC \) or \( \mathcal{A}_tC \), we shall construct its matrix as follows. Let \( m \) be the least number greater than every \( n \) such that \( x_n \) occurs bound in \( C \). From left to right, replace every occurrence of an individual constant with \( x_m, x_{m+1}, \) etc. The result is the formula’s matrix. Here are some examples: the matrix of \( \mathcal{W}_dPc \) is \( \mathcal{W}_{x_1}P_{x_2} \); the matrix of \( \mathcal{A}_cPdc \) is \( \mathcal{A}_{x_1}P_{x_2}x_3 \); the matrix of \( \mathcal{W}_c(Pa \leftrightarrow (Pa \land Pa)) \) is \( \mathcal{W}_{x_1}(P_{x_2} \leftrightarrow (P_{x_3} \land P_{x_4})) \); the matrix of \( \mathcal{W}_c\Sigma x_1(Fc \rightarrow G_{x_1}) \) is \( \mathcal{W}_{x_2}\Sigma x_1(F_{x_3} \rightarrow G_{x_1}) \); the matrix
of $\mathcal{W}_c\mathcal{W}_d\Pi x_3P x_3$ is $\mathcal{W}_xW_3\Pi x_3P x_3$, the matrix of $\mathcal{W}_1\Pi x_1W_1\Sigma x_2P x_1x_2$ is $\mathcal{W}_3\Pi x_1W_3\Sigma x_2P x_1x_2$, etc.

Let $A$ be any formula. Then, $(A)[a_1, \ldots, a_n/x_1, \ldots, x_n]$ is the result of replacing every free occurrence of $x_1$ by $a_1$, and ..., and every free occurrence of $x_n$ by $a_n$. $(A)[a_1, \ldots, a_n/x_1, \ldots, x_n]$ will be abbreviated as $(A)[a_1, \ldots, a_n/\bar{x}]$ (parentheses around $A$ will sometimes be dropped). Here are some examples. Let $A$ be $\mathcal{W}_x\Pi x_1P x_2$. Then, $(A)[d, c/x_1, x_2] = \mathcal{W}_dPc$. Let $A$ be $\mathcal{A}_x\Pi x_2x_3$. Then, $(A)[c, d, c/x_1, x_2, x_3] = \mathcal{A}_cPdc$. Let $A$ be $\mathcal{W}_xW_3\Pi x_3P x_3$. Then, $(A)[c, d/x_4, x_5] = \mathcal{W}_c\mathcal{W}_d\Pi x_3P x_3$, etc.

If $M$ is any matrix of the form $\mathcal{W}_tC$ or $\mathcal{A}_tC$ with free variables $x_1, \ldots, x_n$, then $v_{\omega}(M) \subseteq D^n$. Intuitively, this means that $M$ is interpreted as a predicate and not as a (closed) sentence. Note that $M$ always includes at least one free variable. Let $M$ be a matrix where $x_m$ is the first free variable in $M$ and $a_m$ is the constant in $M[a_1, \ldots, a_n/\bar{x}]$ that replaces $x_m$. Then the truth conditions for closed boulesic formulas of the form $M[a_1, \ldots, a_n/\bar{x}]$, when $v_{\omega}(Ra_m) = 0$, are defined in terms of the extension of $M$ in $\omega$. If $v_{\omega}(Rc) = 1$, then $\mathcal{W}_c$ in $\mathcal{W}_cB$ ($\mathcal{A}_c$ in $\mathcal{A}_cB$) will behave as a modal operator in $\omega$. (See conditions (ii), (xi) and (xii) in Section 3.2 below for more on this.)

$v_{\omega}(=) = \{\langle d, d \rangle : d \in D\}$, i.e. the extension of the identity predicate is the same in every possible world (in a model). It follows that all identities (and non-identities) are both absolutely and historically necessary. The existence predicate $E$ functions as an ordinary predicate. The extension of this predicate may vary from one world to another. ‘$Ec$’ is true in a possible world iff $v(c)$ exists in this world.

### 3.2. Truth conditions

We now extend the interpretation function. Every closed formula, $A$, is assigned exactly one truth-value ($1 =$ True or $0 =$ False), $v_{\omega}(A)$, in each world $\omega$.

Here are the truth conditions for some sentences in our language. (The truth conditions for the omitted truth-functional connectives are the usual}

---

15 See Priest (2005, Ch. 1–2) and Section 5.1 in this paper for more on matrices.
ones. ‘∀ω’ ∈ W means ‘for every possible world ω’ in W’; and ‘∃ω’ ∈ W means ‘for some possible world ω’ in W.’

(i) \( v_\omega(Pa_1 \ldots a_n) = 1 \) iff \( \langle v(a_1), \ldots, v(a_n) \rangle \in v_\omega(P) \).

Let \( M \) be a matrix where \( x_m \) is the first free variable in \( M \) and \( a_m \) is the constant in \( M[a_1, \ldots, a_n/x] \) that replaces \( x_m \). Then the truth conditions for closed boulesic formulas of the form \( M[a_1, \ldots, a_n/x] \), when \( v_\omega(Ra_m) = 0 \), are given in (ii) below.

(ii) \( v_\omega(M[a_1, \ldots, a_n/x]) = 1 \) iff \( \langle v(a_1), \ldots, v(a_n) \rangle \in v_\omega(M) \).

(iii) \( v_\omega(UA) = 1 \) iff \( \forall \omega' \in W: v_{\omega'}(A) = 1 \).

(iv) \( v_\omega(MA) = 1 \) iff \( \exists \omega' \in W: v_{\omega'}(A) = 1 \).

(v) \( v_\omega(\Box A) = 1 \) iff \( \forall \omega' \in W \) s.t. \( R_{\omega\omega'}: v_{\omega'}(A) = 1 \).

(vi) \( v_\omega(\Diamond A) = 1 \) iff \( \exists \omega' \in W \) s.t. \( R_{\omega\omega'}: v_{\omega'}(A) = 1 \).

(vii) \( v_\omega(OA) = 1 \) iff \( \forall \omega' \in W \) s.t. \( S_{\omega\omega'}: v_{\omega'}(A) = 1 \).

(viii) \( v_\omega(PA) = 1 \) iff \( \exists \omega' \in W \) s.t. \( S_{\omega\omega'}: v_{\omega'}(A) = 1 \).

(ix) \( v_\omega(\Pi xA) = 1 \) iff for all \( k_d \in L(M) \), \( v_\omega(A[k_d/x]) = 1 \).

(x) \( v_\omega(\Sigma xA) = 1 \) iff for some \( k_d \in L(M) \), \( v_\omega(A[k_d/x]) = 1 \).

Note that \( O \) and \( P \) are not included in the language \( L_1 \), while they are primitive in the language \( L_2 \).

Here are the truth conditions for \( \mathcal{W}_aC \) and \( \mathcal{A}_aC \).

(xi) \( v_\omega(\mathcal{W}_aC) = 1 \) iff for all \( \omega' \) such that \( \mathcal{A}v(a)_{\omega\omega'}: v_{\omega'}(C) = 1 \), given that \( v(a) \) is an element in \( v_\omega(R) \), if \( v(a) \) is not an element in \( v_\omega(R) \), then \( \mathcal{W}_aC \) is assigned a truth value in \( \omega \) in a way that does not depend on the value of \( C \) (see condition (ii) above).

(xii) \( v_\omega(\mathcal{A}_aC) = 1 \) iff for at least one \( \omega' \) such that \( \mathcal{A}v(a)_{\omega\omega'}: v_{\omega'}(C) = 1 \), given that \( v(a) \) is an element in \( v_\omega(R) \), if \( v(a) \) is not an element in \( v_\omega(R) \), then \( \mathcal{A}_aC \) is assigned a truth value in \( \omega \) in a way that does not depend on the value of \( C \) (see condition (ii) above).

Intuitively, conditions (xi) and (xii) can be interpreted in the following way: if \( v(a) \) is not perfectly rational in a possible world, \( \mathcal{W}_aC \) and \( \mathcal{A}_aC \) behave as if they are ordinary predicates in this world; and if \( v(a) \) is perfectly rational in a possible world, \( \mathcal{W}_a \) and \( \mathcal{A}_a \) behave as ordinary modal
operators in this world. So, the truth value of $W_a C (A_a C)$ in the possible world $\omega$ when $a$ is not perfectly rational in $\omega$ is not determined by anything that goes on in some other world. It is, for example, logically possible for someone who is not perfectly rational to want $C$ without wanting $B$ even though $B$ is a necessary means to $C$ (see Section 5.1 for more on this).

3.3. Conditions on models

In this section, I will consider some conditions that might be imposed on our models. These conditions concern the formal properties of the accessibility relations, the relationships between the various accessibility relations and the relationships between the accessibility relations and the valuation function. In the formulas in this section, we can think of $c$ and $d$ as varying over individuals in $D$, and $x$, $y$, $z$ and $w$ as varying over possible worlds in $W$. Table 1 and Table 2 include information about the alethic and the deontic accessibility relations. The well-known conditions introduced in these tables are mentioned in almost any introduction to modal and deontic logic (see the introduction for some references). The clauses in Table 4, which concern the relationships between the alethic and the deontic accessibility relations, have been discussed by Rönnedal (2012), for instance. All other conditions are new.

The clauses in this section can be combined in many different ways, generating many different boulesic and boulesic-deontic systems (sections 3.5 and 4.3). Exactly which conditions should we accept? The answer to this question will depend on what it means to be perfectly rational. I think there might be good reasons to accept all (or almost all) conditions in this section. In Section 3.4, I will consider one such reason. However, it might also be interesting to see what follows if we accept some other, smaller class. The conditions in this section should be more or less self-explanatory. Nevertheless, I have added a few comments about some of the new clauses. There are many interesting relationships between the various conditions that I do not have space to discuss in this paper. In Section 3.4, I will consider what follows if we define the ternary boulesic accessibility relation $A$ in terms of the alethic accessibility relation $R$ and a binary acceptance predicate, and the deontic accessibility relation $S$ in terms of the ternary boulesic accessibility relation. This will show how deontic logic can in a certain sense be grounded in boulesic logic.
### 3.3.1. Conditions on the relation $\mathcal{R}$

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C-aT$</td>
<td>$\forall x \mathcal{R}xx$</td>
</tr>
<tr>
<td>$C-aD$</td>
<td>$\forall x \exists y \mathcal{R}xy$</td>
</tr>
<tr>
<td>$C-aB$</td>
<td>$\forall x \forall y (\mathcal{R}xy \rightarrow \mathcal{R}yx)$</td>
</tr>
<tr>
<td>$C-a4$</td>
<td>$\forall x \forall y \forall z ((\mathcal{R}xy \land \mathcal{R}yz) \rightarrow \mathcal{R}xz)$</td>
</tr>
<tr>
<td>$C-a5$</td>
<td>$\forall x \forall y \forall z ((\mathcal{R}xy \land \mathcal{R}xz) \rightarrow \mathcal{R}yz)$</td>
</tr>
</tbody>
</table>

Table 1

### 3.3.2. Conditions on the relation $\mathcal{G}$

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C-dD$</td>
<td>$\forall x \exists y \mathcal{G}xy$</td>
</tr>
<tr>
<td>$C-d4$</td>
<td>$\forall x \forall y \forall z ((\mathcal{G}xy \land \mathcal{G}yz) \rightarrow \mathcal{G}xz)$</td>
</tr>
<tr>
<td>$C-d5$</td>
<td>$\forall x \forall y \forall z ((\mathcal{G}xy \land \mathcal{G}xz) \rightarrow \mathcal{G}yz)$</td>
</tr>
<tr>
<td>$C-dT'$</td>
<td>$\forall x \forall y (\mathcal{G}xy \rightarrow \mathcal{G}yy)$</td>
</tr>
<tr>
<td>$C-dB'$</td>
<td>$\forall x \forall y \forall z ((\mathcal{G}xy \land \mathcal{G}yz) \rightarrow \mathcal{G}zy)$</td>
</tr>
</tbody>
</table>

Table 2

### 3.3.3. Conditions on the relation $\mathcal{A}$

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C-bD$</td>
<td>$\forall d \forall x \exists y \mathcal{A}dxy$</td>
</tr>
<tr>
<td>$C-b4$</td>
<td>$\forall d \forall x \forall y \forall z ((\mathcal{A}dxy \land \mathcal{A}dyz) \rightarrow \mathcal{A}dxz)$</td>
</tr>
<tr>
<td>$C-b5$</td>
<td>$\forall d \forall x \forall y \forall z ((\mathcal{A}dxy \land \mathcal{A}dxz) \rightarrow \mathcal{A}dyz)$</td>
</tr>
<tr>
<td>$C-bT'$</td>
<td>$\forall d \forall x \forall y (\mathcal{A}dxy \rightarrow \mathcal{A}dyy)$</td>
</tr>
<tr>
<td>$C-bB'$</td>
<td>$\forall d \forall x \forall y \forall z ((\mathcal{A}dxy \land \mathcal{A}dyz) \rightarrow \mathcal{A}dzy)$</td>
</tr>
</tbody>
</table>

Table 3

---

16 ‘$C'$ in ‘$C-bD'$ stands for ‘condition’ and ‘$b'$ for ‘boulesic.’ $C-bD$ is called ‘$C-bD'$ because it is similar to the well-known condition $D$ (as in ‘deontic’) in ordinary
The conditions in Table 3 correspond to the tableau rules in Table 14. Note that \( \mathcal{A} \) is a ternary relation. \( C \rightarrow bD \) (Table 3) says: for every (individual) \( d \) and for every (possible world) \( x \) there is a (possible world) \( y \) such that \( d \) accepts \( y \) in \( x \). According to this condition, every individual always accepts at least one possible world, no matter what situation she is in. If all possibilities are in some sense ‘bad,’ she will accept the possibility (or possibilities) that is (are) ‘least bad,’ so to speak. In all classes of models that satisfy this condition, the following sentence (schema) is valid: \( \forall x (Rx \rightarrow \neg(W_xB \land W_x\neg B)) \) (‘For every \( x \): if \( x \) is perfectly rational, then it is not the case that \( x \) wants it to be the case that \( B \) and \( x \) wants it to be the case that not-\( B \)’). This is an intuitively plausible principle. If \( c \) wants it to be the case that \( B \) and also wants it to be the case that not-\( B \), not all of \( c \)’s wants can be satisfied. There is no possible world in which both \( B \) and not-\( B \) are true, and \( c \) cannot see to it that \( B \) and see to it that not-\( B \).

3.3.4. Conditions concerning the relation between \( R \) and \( S \)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C \rightarrow MO )</td>
<td>( \forall x \forall y (S_{xy} \rightarrow R_{xy}) )</td>
</tr>
<tr>
<td>( C \rightarrow OC )</td>
<td>( \forall x \exists y (S_{xy} \land R_{xy}) )</td>
</tr>
<tr>
<td>( C \rightarrow OC' )</td>
<td>( \forall x \forall y (S_{xy} \rightarrow \exists z (S_{yz} \land R_{yz}) )</td>
</tr>
<tr>
<td>( C \rightarrow MO' )</td>
<td>( \forall x \forall y \forall z ((S_{xy} \land S_{yz}) \rightarrow R_{yz}) )</td>
</tr>
<tr>
<td>( C \rightarrow ad4 )</td>
<td>( \forall x \forall y \forall z ((R_{xy} \land S_{yz}) \rightarrow S_{xz}) )</td>
</tr>
<tr>
<td>( C \rightarrow ad5 )</td>
<td>( \forall x \forall y \forall z ((R_{xy} \land S_{xz}) \rightarrow S_{yz}) )</td>
</tr>
<tr>
<td>( C \rightarrow PMP )</td>
<td>( \forall x \forall y \forall z ((S_{xy} \land R_{xz}) \rightarrow \exists w (R_{yw} \land S_{zw}) )</td>
</tr>
<tr>
<td>( C \rightarrow OMP )</td>
<td>( \forall x \forall y \forall z ((R_{xy} \land S_{yz}) \rightarrow \exists w (S_{xz} \land R_{wz}) )</td>
</tr>
</tbody>
</table>

Table 4

Aesthetic (modal) logic. Similar remarks apply to the other conditions in this section. It is usually binary relations that are called serial, transitive, Euclidean, etc. Nonetheless, we will extend these concepts to ternary relations. If \( \mathcal{A} \) satisfies \( C \rightarrow b4 \), we will call \( \mathcal{A} \) transitive, and so on. If it is clear from the context that we are talking about a semantic condition, I will often omit the initial \( C \).
3.3.5. Conditions concerning the relation between ℜ and 𝑴

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>C–MW</td>
<td>∀d∀x∀y(𝑨dxy → ℜxy)</td>
</tr>
<tr>
<td>C–WC</td>
<td>∀d∀x∃y(𝑨dxy ∧ ℜxy)</td>
</tr>
<tr>
<td>C–WC′</td>
<td>∀d∀x∀y(𝑨dxy → ∃z(𝑨dyz ∧ ℜyz))</td>
</tr>
<tr>
<td>C–MW′</td>
<td>∀d∀x∀y∀z((𝑨dxy ∧ 𝑴dyz) → ℜyz)</td>
</tr>
<tr>
<td>C–ab4</td>
<td>∀d∀x∀y∀z((ℜxy ∧ 𝑴dxz) → 𝑴dzx)</td>
</tr>
<tr>
<td>C–ab5</td>
<td>∀d∀x∀y∀z((ℜxy ∧ 𝑴dxz) → 𝑴dyz)</td>
</tr>
<tr>
<td>C–AMP</td>
<td>∀d∀x∀y∀z((𝑨dxz ∧ ℜxz) → ∃w(𝑹yw ∧ 𝑴dzw))</td>
</tr>
<tr>
<td>C–WMP</td>
<td>∀d∀x∀y∀z((ℜxy ∧ 𝑴dyz) → ∃w(𝑴dxw ∧ ℜwz))</td>
</tr>
</tbody>
</table>

Table 5

The conditions in Table 5 are similar to the conditions in Table 4. However, the clauses in Table 5 concern the relationship between the boulesic accessibility relation and the alethic accessibility relation. The conditions in Table 5 correspond to the tableau rules in Table 18. C–MW says: ‘For every (individual) d, for every (possible world) x and for every (possible world) y, d accepts y in x only if y is alethically accessible from x.’ In other words, if C–MW holds, then it is not the case that d accepts y in x if y is not alethically accessible from x. In every class of models that satisfies this condition, the following version of the hypothetical imperative is valid: UΠx(Rx → ((WxA ∧ □(A → B)) → WxB)) (see the introduction; in Section 3.6, I will prove this claim). So, this condition is philosophically quite interesting.

C–WC is another philosophically interesting condition. According to C–WC, for every (individual) d, for every (possible world) x there is

---

17 ‘MW’ in ‘C–MW’ stands for ‘Must Want,’ and ‘WC’ in ‘C–WC’ for ‘Want Can.’ C–ab4 (as in ‘alethic boulesic 4’) is called ‘C–ab4’ because it is similar to the well-known alethic (modal) condition C–4 and the alethic deontic condition C–ad4, and similarly for C–ad5. ‘AMP’ in ‘C–AMP’ is an abbreviation of ‘Acceptance Must Permutation,’ and ‘WMP’ in ‘C–WMP’ is an abbreviation of ‘Want Must Permutation.’
a (possible world) \( y \) such that \( d \) accepts \( y \) in \( x \) and \( y \) is alethically accessible from \( x \). In other words, in every possible world, \( d \) accepts at least one possible world that is alethically accessible. This condition is similar to condition \( C \rightarrow bD \) (Table 3). \( C \rightarrow WC \) entails \( C \rightarrow bD \), but \( C \rightarrow bD \) (in itself) does not entail \( C \rightarrow WC \). In every class of models that satisfies this condition, the following schema is valid: \( \Pi x (Rx \rightarrow (WxA \rightarrow \Diamond A)) \) (‘For every \( x \): if \( x \) is perfectly rational, then \( x \) wants it to be the case that \( A \) only if \( A \) is (historically) possible’). Hence, according to this condition, a perfectly rational individual does not want anything impossible. This is an intuitively plausible principle. If \( c \) wants something that is impossible, \( c \)’s want will inevitably be frustrated; \( c \) can never see to it that anything impossible is the case. In the introduction, we called this principle the ‘Want-Can principle’ (\( WC \)).

Space does not allow me to discuss every philosophically interesting argument for and against the Want-Can principle, but I would like to address one possible counterexample (this problem was raised by an anonymous reviewer). If \( WC \) is valid, then we must accept the following instance of this principle: If a perfectly rational individual wants a unicorn to exist then it is (historically) possible that a unicorn exists. But this instance is counterintuitive. Hence, \( WC \) cannot be valid. I agree that this instance seems somewhat strange, even perhaps counterintuitive, at a first glance. But I do not think that this fact refutes the principle. Let me explain why. The expression ‘If, then’ in this instance should be interpreted as material implication. Sometimes we read more into this expression in English, for example, some kind of causal relation. But we should avoid this in our case. Suppose that a perfectly rational individual \( c \) wants it to be the case that \( A \). \( WC \) does not entail that we have to assume that \( c \)’s attitude causes it to be the case that it is historically possible that \( A \). If we are idealists about possibilities, we might want to make such an assumption. But we do not have to be idealists to accept the systems in this paper. We can read \( WC \) in the following way: ‘For every \( x \): if \( x \) is perfectly rational, then if \( x \) wants it to be the case that \( A \) then \( A \) is (historically) possible.’ But, as I suggested above, it might be more plausible to read it in the other direction, that is, in the following way: ‘For every \( x \): if \( x \) is perfectly rational, then \( x \) wants it to be the case that \( A \) only if \( A \) is (historically) possible.’ We can think of
our example in this way. Then we should read our instance of \( WC \) in the following way: ‘If someone is perfectly rational, then she wants a unicorn to exist only if it is (historically) possible that a unicorn exists.’ Suppose that it is not (historically) possible that a unicorn exists. (In our possible world it seems to be the case that it is logically but not historically possible that there exists a unicorn.) Then a perfectly rational individual will adjust his or her attitudes to this fact. Hence, he or she will not want a unicorn to exist. Furthermore, recall that we use ‘want’ in an all-things-considered sense in this paper. So, the fact that a perfectly rational individual does not want anything that is (historically) impossible according to \( WC \) does not necessarily entail that he or she cannot daydream about unicorns, think about what it would be like if a unicorn existed, believe that it would be cool if a unicorn existed, etc. (see footnote 3). However, he or she will not want a unicorn to exist in an all-things-considered sense. So, I do not think that this example refutes \( WC \).

### 3.3.6. Conditions concerning the relation between \( \mathfrak{S} \) and \( \mathfrak{A} \)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C - OW )</td>
<td>( \forall x \forall y(\exists \mathfrak{A} dxy \rightarrow \mathfrak{S} xy) )</td>
</tr>
<tr>
<td>( C - WO )</td>
<td>( \forall x \forall y(\mathfrak{S} xy \rightarrow \exists \mathfrak{A} dxy) )</td>
</tr>
<tr>
<td>( C - \mathfrak{A} \Sigma )</td>
<td>( \forall x \forall y(\mathfrak{S} xy \leftrightarrow \exists \mathfrak{A} dxy) )</td>
</tr>
<tr>
<td>( C - OW' )</td>
<td>( \forall x \forall y(\forall \mathfrak{A} dxy \rightarrow \mathfrak{S} xy) )</td>
</tr>
<tr>
<td>( C - WO' )</td>
<td>( \forall x \forall y(\mathfrak{S} xy \rightarrow \forall \mathfrak{A} dxy) )</td>
</tr>
<tr>
<td>( C - \mathfrak{A} \Pi )</td>
<td>( \forall x \forall y(\mathfrak{S} xy \leftrightarrow \forall \mathfrak{A} dxy) )</td>
</tr>
</tbody>
</table>

Table 6

The conditions in Table 6 are concerned with some possible relationships between the deontic accessibility relation \( \mathfrak{S} \) and the boulesic accessibility relation \( \mathfrak{A} \). According to \( C - \mathfrak{A} \Sigma \), \( y \) is deontically accessible from \( x \) iff \( y \) is acceptable to at least one individual in \( x \); and according to \( C - \mathfrak{A} \Pi \), \( y \) is

---

18 ‘\( OW' \) is an abbreviation of ‘Ought Want,’ and ‘\( WO' \) of ‘Want Ought.’
deontically accessible from \( x \) iff \( y \) is acceptable to all individuals in \( x \). \( C\alpha\Pi \) is an immediate consequence of \((\text{Def } \mathcal{G})\), which is a definition that we will introduce in Section 3.4. \( C\alpha\Sigma \) follows from \( C\omega\omega \) and \( C\omega\omega' \), and \( C\alpha\Pi \) follows from \( C\omega\omega' \) and \( C\omega\omega' \). If the condition \( C\omega\omega \) (Table 7) holds, then \( C\alpha\Sigma \) and \( C\alpha\Pi \) are equivalent, for then a possible world \( y \) is boulesically accessible from a possible world \( x \) to some individual iff \( y \) is boulesically accessible from \( x \) to every individual. \( C\omega\omega \) corresponds to the tableau rule \( T\omega\omega \) and \( C\omega\omega' \) to the tableau rule \( T\omega\omega' \) (Table 19). In Sections 3.4 and 4.2.12, we will consider some consequences of \( C\alpha\Pi \) \((\text{Def } \mathcal{G})\). In every model that satisfies \( C\omega\omega \) the following sentence is valid: \( OA \rightarrow \Pi x(Rx \rightarrow WxA) \), which says that if it ought to be the case that \( A \) then everyone who is perfectly rational wants it to be the case that \( A \). If a model satisfies \( C\omega\omega' \) (and \( C\omega\omega' \) and \( C\Sigma_R \) in Table 7), then \( \Pi x(Rx \rightarrow WxA) \rightarrow OA \) is valid in this model. \( \Pi x(Rx \rightarrow WxA) \rightarrow OA \) says that it ought to be the case that \( A \) if everyone who is perfectly rational wants it to be the case that \( A \). The intuitive idea behind the conditions in Table 6 is that there might be some interesting connections between what perfectly rational individuals want and accept and various normative ‘facts’ about what ought to be the case, about what is permitted and about what is not permitted. In our systems, we can explore those possible connections in a systematic and precise way. (For more on this, see Sections 3.4 and 4.2.12.)

### 3.3.7. One more condition on the relation \( \mathfrak{A} \) and the being of a perfectly rational individual

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C\omega\omega )</td>
<td>( \forall c \forall d \forall x \forall y(\mathfrak{A}cxy \rightarrow \mathfrak{A}dxy) )</td>
</tr>
<tr>
<td>( C\Sigma_R )</td>
<td>In every possible world, ( \omega ), there is at least one individual, ( d ), such that ( d ) is in ( R )'s extension in ( \omega ).</td>
</tr>
</tbody>
</table>

Table 7

---

\(^{19} \) ‘\( HW \)’ in ‘\( C\omega\omega \)’ is an abbreviation of ‘[the] Harmony of the Wills’ and ‘\( R \)’ in ‘\( T\Sigma_R \)’ is an abbreviation of ‘perfectly rational’ or ‘perfectly reasonable.’
\(C - HW\) says that if the possible world \(y\) is acceptable to the individual \(c\) in the possible world \(x\), then \(y\) is acceptable to any individual \(d\) in \(x\). \(C - HW\) corresponds to the tableau rule \(T - HW\) (Section 4.2.8, Table 15).

\(C - \Sigma R\) says the following: in every possible world, there is at least one individual that is perfectly rational. This does not entail that there is one individual that is perfectly rational in every possible world. However, if there is one individual that is perfectly rational in every possible world, then obviously \(C - \Sigma R\) holds. \(C - \Sigma R\) corresponds to the tableau rule \(T - \Sigma R\) (Section 4.2.8, Table 15). When I say that ‘there is at least one individual,’ I do not mean that this necessarily entails that this individual exists in this world. The expression is interpreted as a kind of ‘possibilist quantifier’ that is supposed to range over every possible object. Obviously, though, if there exists an individual that is perfectly rational (in some possible world), then there is such an individual (in this world).

### 3.3.8. Conditions on the valuation function \(v\) in a model

<table>
<thead>
<tr>
<th>Condition</th>
<th>Formalisation of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C - FTR)</td>
<td>If (\forall \omega_1 \exists \omega_2) and (Rc) is true in (\omega_1), then (Rc) is true in (\omega_2) (for any (c)).</td>
</tr>
<tr>
<td>(C - UR)</td>
<td>If (Rc) is true in (\omega_1), then (Rc) is true in (\omega_2) (for any (c)).</td>
</tr>
</tbody>
</table>

Table 8

The semantic conditions \(C - FTR\) and \(C - UR\) correspond to the tableau rules \(T - FTR\) and \(T - UR\), respectively. (See Section 4.2.10, Table 17, for more on this.)

### 3.4. Relations between semantic conditions

There are many interesting relationships between the conditions introduced in Section 3.3. It is not possible to go through them all, but I will mention some of the most interesting. Due to considerations of space, proofs are omitted. Let us begin by saying a few words about the alethic accessibility relation.
Remark 2  The following facts are well-known. (a) If $\mathcal{R}$ is reflexive ($C-aT$), then $\mathcal{R}$ is serial ($C-aD$). (b) $\mathcal{R}$ is an equivalence relation iff (i) $\mathcal{R}$ is reflexive ($C-aT$), symmetric ($C-aB$) and transitive ($C-aA$), iff (ii) $\mathcal{R}$ is reflexive ($C-aT$) and Euclidean ($C-a5$), iff (iii) $\mathcal{R}$ is serial ($C-aD$), symmetric ($C-aB$) and transitive ($C-aA$), iff (iv) $\mathcal{R}$ is serial ($C-aD$), symmetric ($C-aB$) and Euclidean ($C-a5$).

Since $\Box$ and $\Diamond$ are interpreted as historical necessity and possibility, it is reasonable to treat $\mathcal{R}$ as an equivalence relation. If we assume this, $\Box$ and $\Diamond$ will behave as so-called $S5$-operators.

The following theorem says something about the relationships between the conditions on the deontic accessibility relation and between the conditions on the boulesic accessibility relation.

Remark 3  The following facts are well-known. (i) If $\mathcal{G}$ is Euclidean ($C-d5$), then $\mathcal{G}$ is almost (secondarily) reflexive ($C-dT'$) and almost (secondarily) symmetric ($C-dB'$). Likewise, it is easy to prove the following facts. (ii) If $\mathcal{A}$ is Euclidean ($C-b5$), then $\mathcal{A}$ is almost (secondarily) reflexive ($C-bT'$) and almost (secondarily) symmetric ($C-bB'$).

Now we will introduce some definitions. First, we define the ternary boulesic accessibility relation $\mathcal{A}$ and the binary deontic accessibility relation $\mathcal{G}$, and then we investigate the consequences of these definitions. We also introduce a new semantic condition called the Accessibility Condition, or $C-bdD$ (Definition 6), which has some interesting implications.20

Definition 4  Def $\mathcal{A}$. $\forall c\forall x\forall y(\mathcal{A}cxy =_{df} (\mathcal{R}xy \land Tcy))$.21

In this definition (Definition 4), $T$ is a binary predicate that says that (the individual) $c$ accepts (the possible world) $y$ or that $y$ is acceptable to $c$. Def $\mathcal{A}$ can be read as: ‘For every (individual) $c$ and for all (possible worlds) $x$ and $y$: $y$ is acceptable to $c$ in $x$ iff $y$ is alethically accessible from

Note that the definitions in this paper are ‘theoretical’ rather than ‘lexical’ or ‘descriptive.’ Furthermore, the ‘definiens’ does not have to have the same meaning as the ‘definiendum’ in every respect.

Note that this definition does not entail any of the following propositions: $\forall c\exists y Tcy, \exists c\exists y Tcy, \forall c\exists y(Rcy \land Tcy), \exists c\exists y(Rcy \land Tcy)$.
Definition 5  *Def* \( \mathcal{S} \). \( \forall x \forall y ( \mathcal{S} xy = df \forall c ( \mathcal{A} cxy ) ) \).

*Def* \( \mathcal{S} \) (Definition 5) was mentioned already in Section 3.3.6. It should be obvious that \( C - \mathcal{A} \Pi \) is an immediate consequence of *Def* \( \mathcal{S} \). *Def* \( \mathcal{S} \) is a definition of the deontic accessibility relation \( \mathcal{S} \) in terms of the boulesic accessibility relation \( \mathcal{A} \). Informally, Definition 5 says the following: ‘For all (possible worlds) \( x \) and \( y \): \( y \) is deontically accessible from \( x \) iff every (individual) \( c \) accepts \( y \) in \( x \)’ (or iff \( y \) is acceptable to every individual \( c \) in \( x \)). The intuition behind this definition is that the aim of morality is to create a possible world that everyone (who is perfectly rational) accepts (or can accept). This is an idea that might be attractive to at least some ideal observer theorists, Kantians, contractualists, moral idealists, constructivists, response dependent theorists, and divine will theorists. The definition has several interesting formal consequences (see Theorem 7 and Theorem 8 below), but it does not tell us anything about which worlds various

---

22 *Def* \( \mathcal{A} \) is compatible with many different theories about what it means for an individual to accept a possible world (for a world to be acceptable to an individual). \( T \) is not necessarily a primitive, undefined relation. Here are some possible definitions: \( y \) is acceptable to \( c \) iff the utility of \( y \) for \( c \) is positive, or above a certain threshold or as high as possible, or iff \( c \) does not prefer any other possible world to \( y \), or . . . . The important thing for our purposes in this paper is that all definitions of this kind share the same form. The definition is also consistent with the proposition that different individuals accept different worlds and that different individuals might have different reasons for accepting a possible world. Perhaps \( c \) accepts \( y \) because the utility of \( y \) for \( c \) is above a certain threshold, and perhaps \( d \) accepts \( z \) because \( z \) does not contain any serious violations of human rights. It is an interesting question whether or not \( T \) is definable, but for our purposes in this paper, we do not have to answer this question. However, note that not all definitions are compatible with condition \( C - bdD \) (see definition 6) or with the proposition that there are possible worlds that are acceptable to some individual in some possible world. Suppose, for example, that \( y \) is acceptable to \( c \) iff the utility of \( y \) for \( c \) is positive and that there are no alethically accessible worlds from the world \( w \) in which the utility of \( y \) for \( c \) is positive. Then there is no world in \( w \) that is acceptable to \( c \).
individuals accept or why they accept them (see footnote 22). So, the view is compatible with several different value theories and substantive normative theories.

Definition 5 does not entail that there is any world that everyone (who is perfectly rational) accepts. Accordingly, this definition does not guarantee that ought implies historical possibility. To guarantee this principle, we need to introduce another condition, namely the following:

**Definition 6**  
\((C - bdD)\) The Accessibility Condition. \(\forall x \exists y (\mathcal{R}xy \land \forall c Tcy)\).

The Accessibility Condition says the following: ‘For every (possible world) \(x\), there is a (possible world) \(y\) such that \(y\) is alethically accessible from \(x\) and for every (individual) \(c\): \(c\) accepts \(y\); in other words, in every possible world there is at least one alethically accessible world that everyone accepts (or that is acceptable to everyone). Intuitively, this condition entails that no matter how good or bad things are in a given situation (possible world) everyone (who is perfectly rational) will agree that at least one possible outcome (world) is acceptable in this situation (world).\(^{23}\) This definition (together with some other conditions) guarantees that ought implies historical possibility, that is, if we assume this condition, then everything that ought to be is historically possible and nothing historically impossible is obligatory (see Theorem 8 below).

Now we will investigate some consequences of these definitions.

**Theorem 7**  
Suppose that \(\mathcal{S}\) can be defined in terms of \(\mathcal{A}\) according to Definition 5 (Def \(\mathcal{S}\)) and that the Harmony of the Wills holds (\(C - HW\)). Furthermore, suppose that \(\mathcal{A}\) is serial (\(C - bD\)), transitive (\(C - b4\)) and Euclidean (\(C - b5\)). Then \(\mathcal{A}\) is almost reflexive (\(C - bT'\)) and almost symmetric

\(^{23}\) I do not suggest that The Accessibility Condition means that everyone ‘consciously’ accepts at least one possible world. Ordinary people almost certainly do not have any conscious attitudes that involve whole possible worlds and they disagree about many things. But \(\mathcal{A}\) is only relevant for perfectly rational individuals; the truth values of sentences of the forms \(\mathcal{W}cB\) and \(\mathcal{A}cB\) when \(c\) is not perfectly rational do not depend on \(\mathcal{A}\). We are primarily interested in the structure of a perfectly rational will, not about the actual attitudes of ordinary people; \(T\) is an ‘ideal’ relation. So, this is not a problem for The Accessibility Condition.
$(C – bB’)$, and $\mathfrak{S}$ is serial $(C – dD)$, transitive $(C – dA)$, Euclidean $(C – d5)$ and (hence) almost reflexive $(C – dT’)$ and almost symmetric $(C – dB’)$.

**Theorem 8** Suppose $\mathcal{R}$ is an equivalence relation. (i) Then Def $\mathfrak{A}$ and Def $\mathfrak{S}$ entail the following conditions: $d4$, $d5$ and hence $dT’$ and $dB’$, $b4$, $b5$ and hence $bT’$ and $bB’$, $MO$, $OC’$, $MO’$, $ad4$, $ad5$, $OMP$, $PMP$, $MW$, $WC’$, $MW’$, $bd4$, $bd5$, $WMP$ and $AMP$. (ii) Then Def $\mathfrak{A}$, Def $\mathfrak{S}$ and $HW$ entail all conditions in (i), and all conditions in Table 6. (iii) Then Def $\mathfrak{A}$, Def $\mathfrak{S}$ and $C – bdD$ entail all the conditions in tables 1–5. (iv) Then Def $\mathfrak{A}$, Def $\mathfrak{S}$, $HW$ and $C – bdD$ entail all the conditions in tables 1–6.

Accordingly, if $C – HW$ and $C – bdD$ are plausible and the definitions in this section are reasonable (they do have significant intuitive appeal), then we have a good reason to accept all conditions in tables 1–6. The conditions in Table 7 and Table 8 might seem controversial. Nevertheless, I think one could make a good case for accepting them (at least every condition except $C – UR$). However, space does not permit me to do this in the present paper. Whether or not we should accept all conditions in this section, clearly all of them are interesting enough to be worth discussing. (See sections 4.2.8 and 4.2.10 for more on some tableau rules that correspond to the semantic conditions in tables 7 and 8.)

### 3.5. Model classes and the logic of a class of models

The conditions mentioned in Section 3.3 can be used to obtain a categorisation of the set of all models into various kinds. We shall say that $\mathcal{M}(C_1, \ldots, C_n)$ is the class of (all) models that satisfy the conditions

---

24 $C – UR$ is a theoretically important condition. Yet, there might be good reasons to reject it. Even though we, human beings, are not perfectly rational (see footnote 6), it seems interesting to consider what would be the case if we were. If all perfectly rational individuals necessarily are perfectly rational, we cannot do this, for then there are no individuals that are contingently perfectly rational—i.e. perfectly rational in some possible worlds and not perfectly rational in some other possible worlds. A being that is in fact not perfectly rational cannot then be perfectly rational in some other possible world.
For example, $\mathcal{M}(C \dashv bD, C \dashv b4, C \dashv b5)$ is the class of (all) models that satisfy the conditions $C \dashv bD$, $C \dashv b4$ and $C \dashv b5$.

By imposing different conditions on our models we can obtain different logical systems. The set of all sentences in the language $L1$ ($L2$) that are valid in a class of models $\mathcal{M}$ is called the logical system of $\mathcal{M}$, or the system of $\mathcal{M}$, or the logic of $\mathcal{M}$, in symbols $\mathcal{S}(\mathcal{M})$. For example, $\mathcal{S}(\mathcal{M}(C \dashv bD, C \dashv b4, C \dashv b5))$ (the system of $\mathcal{M}(C \dashv bD, C \dashv b4, C \dashv b5)$) is the class of sentences in $L1$ ($L2$) that are valid in the class of (all) models that satisfy the conditions $C \dashv bD$, $C \dashv b4$ and $C \dashv b5$.

By using this classification of model classes we can define a large set of systems. In the next section, I will develop semantic tableau systems that exactly correspond to these logics. I will consider four systems that seem especially philosophically interesting. The first is a pure boulesic system; the other three are boulesic-deontic systems (Section 4.3).

**Definition 9**

(i) Let the class of all strict models be the class of models where $\mathcal{R}$ is an equivalence relation and where Def $\mathcal{A}$ holds.
(ii) Let the class of all strong models be the class of all (supplemented) models where $\mathcal{R}$ is an equivalence relation and where Def $\mathcal{A}$, Def $\mathcal{S}$, $C \dashv HW$ and $C \dashv \Sigma R$ hold.
(iii) Let the class of all strong+ models be the class of all (supplemented) models where $\mathcal{R}$ is an equivalence relation and where Def $\mathcal{A}$, Def $\mathcal{S}$, $C \dashv bdD$, $C \dashv HW$ and $C \dashv \Sigma R$ hold.
(iv) Let the class of all almost complete models be the class of all (supplemented) models where $\mathcal{R}$ is an equivalence relation and where Def $\mathcal{A}$, Def $\mathcal{S}$, $C \dashv bdD$, $C \dashv HW$, $C \dashv \Sigma R$ and $C \dashv FTR$ hold.

The first class in Definition 9 corresponds to strict boulesic logic, the second to strong boulesic-deontic logic, the third to strong+ boulesic-deontic logic, and the fourth to almost complete boulesic-deontic logic (Section 4.3, Definition 10). Hence, the system of the class of all strict models is the same as the set of all sentences provable in strict boulesic logic (see Section 4.3, Definition 10), etc. This follows from the soundness and completeness results in Section 6 and the results in Section 3.4.
3.6. An example of a valid formula

In the introduction, I mentioned the so-called hypothetical imperative. One of the most interesting readings of this principle was interpretation (6): $\Pi_x (Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow WxB))$. Now I will show that this formula is valid in the class of all models that satisfy $C-MW$ (Table 5).\footnote{In a strict sense, $\Pi_x (Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow WxB))$ is not a sentence but a schema. The argument in this section shows that every instance of this schema is valid in the class of all models that satisfy $C-MW$.}

To establish this, assume that this sentence is not true in some possible world $\omega$ in some model $\mathcal{M}$ that satisfies $C-MW$. Then there is some possible world $\omega'$ in $\mathcal{M}$ in which $\Pi_x (Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow WxB))$ is false. Hence, $Rc, WcA$ and $\Box(A \rightarrow B))$ are true in $\omega'$ in $\mathcal{M}$, while $WxB$ is false in $\omega'$ in $\mathcal{M}$ (‘c’ represents an arbitrary ‘new’ individual). Since $c$ is perfectly rational in $\omega'$ in $\mathcal{M}$ and $WxB$ is false in $\omega'$ in $\mathcal{M}$, there is a possible world $\omega''$ in $\mathcal{M}$ that is boulesically accessible to $c$ from $\omega'$ in which $B$ is false. $c$ is perfectly rational in $\omega'$, $\omega''$ is boulesically accessible to $c$ from $\omega'$ and $WcA$ is true in $\omega'$ in $\mathcal{M}$. Hence, $A$ is true in $\omega''$ in $\mathcal{M}$. Since $\mathcal{M}$ satisfies $C-MW$ and $\omega''$ is boulesically accessible from $c$ from $\omega'$ in $\mathcal{M}$, $\omega''$ is alethically accessible from $\omega'$ in $\mathcal{M}$. Consequently, $A \rightarrow B$ is true in $\omega''$ in $\mathcal{M}$, for $\omega''$ is alethically accessible from $\omega'$ and $\Box(A \rightarrow B)$ is true in $\omega'$ in $\mathcal{M}$. Therefore, $B$ is true in $\omega''$ in $\mathcal{M}$ (by propositional logic). But this is absurd. Accordingly, our assumption cannot be true. In conclusion, $\Pi_x (Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow WxB))$ is valid in $\mathcal{M}$. Since, $\omega$ and $\mathcal{M}$ were arbitrary, it follows that $\Pi_x (Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow WxB))$ is valid in every model that satisfies $C-MW$. Q.E.D.

4. Proof theory

4.1. Semantic tableaux

In Section 4, I will develop a set of tableau systems. The propositional part of these systems is similar to systems introduced by Raymond
Smullyan (1968) and Richard Jeffrey (1967), and the modal part is similar to systems discussed by Graham Priest (2008). For more information about the tableau method and various kinds of tableau systems, see, for example, (D’Agostino et al. 1999; and Fitting and Mendelsohn 1998).

The concepts of semantic tableau, branch, open and closed branch, etc. are essentially defined as in (Priest 2008).

4.2. Tableau rules

In this section, I will introduce a set of tableau rules that can be used to construct a large set of tableau systems (Section 4.3). They should be more or less self-explanatory. However, I will comment on some of the new rules.

4.2.1. Propositional rules

I will use the same propositional rules as in (Priest 2008). Let us call them ($\neg\neg$), ($\wedge$), ($\neg\wedge$), ($\vee$), ($\neg\vee$), ($\rightarrow$), ($\neg\rightarrow$), ($\leftrightarrow$) and ($\neg\leftrightarrow$).

4.2.2. Basic alethic rules (ba-rules)

<table>
<thead>
<tr>
<th>$U$</th>
<th>$M$</th>
<th>$\square$</th>
<th>$\Diamond$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$UA,i$</td>
<td>$MA,i$</td>
<td>$\Box A,i$</td>
<td>$\Diamond A,i$</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
</tr>
<tr>
<td>$A,j$</td>
<td>$A,j$</td>
<td>$\Downarrow$</td>
<td>$A,j$</td>
</tr>
<tr>
<td>for any $j$</td>
<td>where $j$ is new</td>
<td>$A,j$</td>
<td>where $j$ is new</td>
</tr>
<tr>
<td>$\neg U$</td>
<td>$\neg M$</td>
<td>$\neg\Box$</td>
<td>$\neg\Diamond$</td>
</tr>
<tr>
<td>$\neg UA,i$</td>
<td>$\neg MA,i$</td>
<td>$\neg\Box A,i$</td>
<td>$\neg\Diamond A,i$</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
</tr>
<tr>
<td>$M\neg A,i$</td>
<td>$U\neg A,i$</td>
<td>$\Diamond \neg A,i$</td>
<td>$\Box \neg A,i$</td>
</tr>
</tbody>
</table>

Table 9
4.2.3. Basic boulesic and deontic rules (bb-rules and d-rules)

<table>
<thead>
<tr>
<th>$\mathcal{W}$</th>
<th>$\mathcal{A}$</th>
<th>$O$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Rc,i$</td>
<td>$Rc,i$</td>
<td>OB,$i$</td>
<td>PB,$i$</td>
</tr>
<tr>
<td>$\mathcal{W}_cB,i$</td>
<td>$A_cB,i$</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$iAcj$</td>
<td>$isj$</td>
<td>$isj$</td>
</tr>
<tr>
<td>$B,j$</td>
<td>$B,j$</td>
<td>$B,j$</td>
<td>$B,j$</td>
</tr>
</tbody>
</table>

where $j$ is new

$\neg \mathcal{W}$ | $\neg \mathcal{A}$ | $\neg O$ | $\neg P$ |

<table>
<thead>
<tr>
<th>$Rc,i$</th>
<th>$Rc,i$</th>
<th>$\neg OB,i$</th>
<th>$\neg PB,i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\neg \mathcal{W}_cB,i$</td>
<td>$\neg A_cB,i$</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$P\neg B,i$</td>
<td>$O\neg B,i$</td>
<td></td>
</tr>
</tbody>
</table>

$\neg \mathcal{A}_c\neg B,i$ | $\mathcal{W}_c\neg B,i$ |

Table 10

Intuitively, ‘$Rc,i$’ in the boulesic rules says that the individual denoted by ‘$c$’ is perfectly rational in the possible world denoted by ‘$i$,’ and ‘$iAcj$’ in the rules $\mathcal{W}$ and $\mathcal{A}$ says that the possible world denoted by ‘$j$’ is acceptable to the individual denoted by ‘$c$’ in the possible world denoted by ‘$i$.’ The basic boulesic rules hold for every constant $c$ (i.e. $c$ can be replaced by any constant in these rules).

4.2.4. Possibilist quantifiers

<table>
<thead>
<tr>
<th>$\Pi$</th>
<th>$\Sigma$</th>
<th>$\neg \Pi$</th>
<th>$\neg \Sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi xA,i$</td>
<td>$\Sigma xA,i$</td>
<td>$\neg \Pi xA,i$</td>
<td>$\neg \Sigma xA,i$</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
</tr>
<tr>
<td>$A[a/x],i$</td>
<td>$A[c/x],i$</td>
<td>$\Sigma x\neg A,i$</td>
<td>$\Pi x\neg A,i$</td>
</tr>
</tbody>
</table>

for every constant $a$ on the branch, a new if there are no constants on the branch

Table 11
Note that $a$ and $c$ in the quantifier rules are rigid constants—we never instantiate with variables; $a$ is any constant on the branch and $c$ is a constant new to the branch.

4.2.5. Alethic accessibility rules (a-rules)

<table>
<thead>
<tr>
<th></th>
<th>$T - aD$</th>
<th>$T - aT$</th>
<th>$T - aB$</th>
<th>$T - a4$</th>
<th>$T - a5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td></td>
<td></td>
<td></td>
<td>$irj$</td>
<td>$irj$</td>
</tr>
<tr>
<td>$↓$</td>
<td></td>
<td>$irj$</td>
<td></td>
<td>$jrk$</td>
<td>$irk$</td>
</tr>
<tr>
<td>$irj$</td>
<td>$iri$</td>
<td></td>
<td></td>
<td>$irk$</td>
<td>$jrk$</td>
</tr>
</tbody>
</table>

where $j$ is new

Table 12

4.2.6. Deontic accessibility rules (d-rules)

<table>
<thead>
<tr>
<th></th>
<th>$T - dD$</th>
<th>$T - d4$</th>
<th>$T - d5$</th>
<th>$T - dT'$</th>
<th>$T - dB'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td></td>
<td>$isj$</td>
<td>$isj$</td>
<td>$isj$</td>
<td>$isj$</td>
</tr>
<tr>
<td>$↓$</td>
<td></td>
<td>$jsk$</td>
<td>$isk$</td>
<td>$isj$</td>
<td>$jsk$</td>
</tr>
<tr>
<td>$isj$</td>
<td>$↓$</td>
<td></td>
<td></td>
<td>$jsk$</td>
<td></td>
</tr>
</tbody>
</table>

where $j$ is new

Table 13

4.2.7. Boulesic accessibility rules (b-rules)

<table>
<thead>
<tr>
<th></th>
<th>$T - bD$</th>
<th>$T - b4$</th>
<th>$T - b5$</th>
<th>$T - bT'$</th>
<th>$T - bB'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td></td>
<td>$iAcj$</td>
<td>$iAcj$</td>
<td>$iAcj$</td>
<td>$iAcj$</td>
</tr>
<tr>
<td>$↓$</td>
<td></td>
<td>$jAck$</td>
<td>$iAck$</td>
<td>$iAcj$</td>
<td>$jAck$</td>
</tr>
<tr>
<td>$iAcj$</td>
<td>$↓$</td>
<td></td>
<td></td>
<td>$jAcj$</td>
<td></td>
</tr>
</tbody>
</table>

where $j$ is new

Table 14

The boulesic accessibility rules hold for every constant $c$ (i.e. $c$ can be replaced by any constant in these rules). The b-rules in Table 14 correspond to the semantic conditions in Table 3.
4.2.8. Non-basic boulesic rules (nbb-rules)

<table>
<thead>
<tr>
<th>( T \text{-} HW )</th>
<th>( T \text{-} \Sigma R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( iA cj )</td>
<td>( i )</td>
</tr>
<tr>
<td>( ↓ )</td>
<td>( ↓ )</td>
</tr>
<tr>
<td>( i Adj )</td>
<td>( \Sigma xRx,i )</td>
</tr>
<tr>
<td>for every ( c ) and ( d )</td>
<td></td>
</tr>
</tbody>
</table>

Table 15

The rules in Table 15 correspond to the semantic conditions in Table 7. In every system that includes \( T \text{-} HW \), we can prove the first six sentences in Table 25, and in every system that includes \( T \text{-} HW \) and \( T \text{-} bD \), we can prove all sentences in Table 25 (see Section 5). Therefore, in systems that include \( T \text{-} HW \), we can prove that all perfectly rational individuals want and accept the same things. According to this rule, the idea of perfect rationality, or wisdom, includes a kind of interpersonal consistency, not only a kind of intrapersonal consistency. The wills of perfectly rational individuals are consistent, they harmonise. If individual \( c \) wants it to be the case that \( B \) and individual \( d \) wants it to be the case that \( \neg B \), then both cannot get what they want; either \( c \)'s or \( d \)'s desires will be frustrated: it is not possible to see to it that \( B \) and to see to it that \( \neg B \). In systems that include \( T \text{-} HW \) and \( T \text{-} bD \), situations of this kind are ruled out. Hence, these conditions seem to be intuitively plausible (however, see footnote 14).

If we include \( T \text{-} \Sigma R \) in our systems, we can prove that \( \Sigma xRx \) is necessarily true. Recall that \( \Sigma xRx \) says that there is something or someone, a possible individual that is perfectly rational. This does not entail that this individual exists.

Space does not permit me to discuss all philosophical arguments for and against these rules. However, it should be noted that \( T \text{-} HW \) does not entail that all individuals that are not perfectly rational want and accept the same things, and it does not entail that everyone should have the same attitudes. Furthermore, it does not entail that everyone should act in the same way or be a certain kind of person, nor does it entail that if something is permitted for some person it is permitted for every person. Suppose that \( c \) and
$d$ are perfectly rational. Even if this is the case, it is possible that both $c$ and $d$ want individual $e$ to perform a certain action and that both want individual $f$ not to perform this action. Situations of this kind are not inconsistent according to any system in this paper. If they were inconsistent, $T$–$HW$ would probably not be a philosophically reasonable rule.

### 4.2.9. The CUT-rule (CUT)

\[
\begin{array}{c}
\text{CUT} \\
\underbrace{i} \\
\underbrace{\rightarrow} \\
A, i \quad \neg A, i \\
\text{for every } A \text{ and } i
\end{array}
\]

Table 16\(^{26}\)

### 4.2.10. Transfer-rules, etc.

<table>
<thead>
<tr>
<th>$T$–$FTR$</th>
<th>$T$–$UR$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Rc, i$</td>
<td>$Rc, i$</td>
</tr>
<tr>
<td>$irj$</td>
<td>$\downarrow$</td>
</tr>
<tr>
<td>$\downarrow$</td>
<td>$Rc, j$</td>
</tr>
<tr>
<td>$Rc, j$</td>
<td>for any $j$</td>
</tr>
</tbody>
</table>

Table 17\(^{27}\)

The tableau rules in Table 17 correspond to the semantic conditions in Table 8.

---

\(^{26}\) We could use a more restricted $CUT$ rule, $CUTR$, where ‘$A$’ in $CUT$ is replaced by ‘$Rc$’ where $c$ is a constant (that occurs as an index to some boulesic operator) on the branch. In fact, in the completeness proofs we do not need $CUT$ if our systems include $CUTR$. However, $CUT$ is often more useful in proving theorems and deriving non-primitive rules. For more on the $CUT$ rule, see, for example, (Rönndal 2009).

\(^{27}\) ‘$FT$’ in ‘$T$–$FTR$’ is an abbreviation of ‘Forward Transfer,’ and ‘$R$’ in ‘$T$–$FTR$’ and ‘$T$–$UR$’ of ‘Rationality.’
In every system that includes $T – UR$ or $T – FTR$ and $T – MW$ (Table 18), we can prove that the following sentence is a theorem: $\Pi x(Rx \to W_x Rx)$, which says that everyone who is perfectly rational wants to be perfectly rational.

In every system that includes $T – UR$ or $T – FTR$ and $T – MW$, and $T – bD$ (Table 14), we can prove that the following sentence is a theorem: $\Pi x(Rx \to A_x Rx)$, which says that everyone who is perfectly rational accepts that she is perfectly rational.

In every system that includes $T – UR$, we can prove the following sentence: $\Pi x(Rx \to URx)$, which says that every perfectly rational individual is necessarily perfectly rational.

We do not assume that the transfer rules (the rules in Table 17) are included in every system. Whether or not they should be added seems to be something of an open question.  

4.2.11. Alethic-boulesic accessibility rules (ab-rules)

<table>
<thead>
<tr>
<th>$T – MW$</th>
<th>$T – MW'$</th>
<th>$T – WC$</th>
<th>$T – WC'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$iAcj$</td>
<td>$iAcj$</td>
<td>$i$</td>
<td>$iAcj$</td>
</tr>
<tr>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>$irj$</td>
<td>$jrk$</td>
<td>$iAcj$</td>
<td>$jAc$</td>
</tr>
<tr>
<td>$jrk$</td>
<td>$irj$</td>
<td>$jrk$</td>
<td>$jAc$</td>
</tr>
</tbody>
</table>

Table 18

<table>
<thead>
<tr>
<th>$T – ab4$</th>
<th>$T – ab5$</th>
<th>$T – AMP$</th>
<th>$T – WMP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$irj$</td>
<td>$irj$</td>
<td>$iAcj$</td>
<td>$irj$</td>
</tr>
<tr>
<td>$jAc$</td>
<td>$iAcj$</td>
<td>$irk$</td>
<td>$jAc$</td>
</tr>
<tr>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>$iAcj$</td>
<td>$jAc$</td>
<td>$lrk$</td>
<td>$iAcj$</td>
</tr>
<tr>
<td>$jAc$</td>
<td>$lrk$</td>
<td>$lrk$</td>
<td>$lrk$</td>
</tr>
</tbody>
</table>

Table 18

28 See footnote 24 for some critique of $C – UR$, which is the semantic condition that corresponds to $T – UR$. 
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The ab-rules in Table 18 correspond to the semantic conditions introduced in Table 5.

### 4.2.12. Boulesic-deontic accessibility rules (bd-rules)

<table>
<thead>
<tr>
<th>$T - OW$</th>
<th>$T - WO$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$iAbj$</td>
<td>$isj$</td>
</tr>
<tr>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>$isj$</td>
<td>$iAcj$</td>
</tr>
<tr>
<td>for any $b$</td>
<td>where $c$ is new</td>
</tr>
</tbody>
</table>

Table 19

The rule $T - OW$ in Table 19 corresponds to the semantic condition $C - OW$ mentioned in Table 6, and the rule $T - WO$ in Table 19 corresponds to the semantic condition $C - WO$ in Table 6. In every system that includes $T - OW$, we can prove that $OA \rightarrow \Pi x(Rx \rightarrow WxA)$ is a theorem—i.e. if it ought to be the case that $A$, then everyone who is perfectly rational wants it to be the case that $A$. This is one version of a philosophically very interesting thesis often called ‘existence internalism.’ It follows from this theorem that if the individual $c$ ought to do the action $H$, then if $c$ is perfectly rational $c$ wants to do $H$. However, if $c$ is not perfectly rational, it is not necessary that she wants to do $H$. So, this kind of internalism is compatible with the existence of amoralists and with the phenomenon of weakness of will. Internalism can help explain the fact that we find utterances of the following kind puzzling: ‘I know that I ought to do it, but I have no inclination whatsoever to do it’ and ‘You ought to do it, but by all means don’t do it.’ At the same time, the kind of internalism mentioned here avoids some of the common objections against this thesis.29

29 For more information on internalism and various versions of internalism and arguments for and against this thesis, see, for example, (Björklund et.al. 2012; Björnsson et.al. 2015; and van Roojen 2013). It might be interesting to note that existence internalism entails the following version of ‘knowledge internalism’: $\mathcal{K}_cOA \rightarrow (Rc \rightarrow WcA)$, where ‘$\mathcal{K}_cA$’ stands for ‘$c$ knows that $A$’ (given that knowledge implies truth). ‘$\mathcal{K}_cOA \rightarrow (Rc \rightarrow WcA)$’ says that if $c$ knows that it ought to be the case that $A$, then if $c$ is perfectly rational then $c$ wants it to be the case that $A$.  

---
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In every system that includes $T - \mathcal{WO}$, $T - \mathcal{HW}$ and $T - \Sigma R$ we can prove that $\Pi x(Rx \rightarrow W_xA) \rightarrow OA$ is a theorem—i.e. if everyone who is perfectly rational wants it to be the case that $A$, then it ought to be the case that $A$. This is the converse of $OA \rightarrow \Pi x(Rx \rightarrow W_xA)$. Together these theorems entail $OA \leftrightarrow \Pi x(Rx \rightarrow W_xA)$, which says that it ought to be the case that $A$ iff everyone who is perfectly rational wants it to be the case that $A$. Similar equivalences hold for $P$ (it is permitted that) and $F$ (it is not permitted that) (see Table 30). These theorems can be seen as a part of a kind of ideal observer theory for normative propositions.\(^{30}\)

Some might worry that the equivalences in Table 30 are too strong. If we accept those equivalences, do we not have to accept that, for example, ‘Tom ought to go home’ has the same meaning as ‘Everyone who is perfectly rational wants Tom to go home’ and isn’t this unreasonable?\(^{31}\) Personally, I do not think that we have to accept this. Let me explain why. Since $OA \leftrightarrow \Pi x(Rx \leftrightarrow W_xA)$ holds in some systems, $OA$ is in principle ‘definable’ in terms of $\Pi x(Rx \rightarrow W_xA)$ in those systems (see Section 2.3). However, this fact does not entail that ‘It ought to be the case that $A$’ has the same meaning as ‘Everyone who is perfectly rational wants it to be the case that $A$.’ To say that $OA$ is in principle ‘definable’ in terms of $\Pi x(Rx \rightarrow W_xA)$ means that ‘$OA$’ can be replaced by ‘$\Pi x(Rx \rightarrow W_xA)$’ (and vice versa) in every ‘extensional context,’ but not necessarily in every ‘intensional context,’ for example, if ‘$OA$’ (‘$\Pi x(Rx \rightarrow W_xA)$’) occurs within the scope of a boulesic operator. So, those systems do not entail that, for example, ‘Tom ought to go home’ says exactly the same thing as ‘Everyone who is perfectly rational wants Tom to go home.’ In this sense, our equivalences are similar

Furthermore, assume that every perfectly rational individual is infallible in the sense that everything she believes is true. Then existence internalism entails the following version of ‘belief internalism’: $B_c OA \rightarrow (Rc \rightarrow W_cA)$, where ‘$B_cA$’ stands for ‘$c$ believes that $A$.’ ‘$B_c OA \rightarrow (Rc \rightarrow W_cA)$’ says that if $c$ believes that it ought to be the case that $A$, then if $c$ is perfectly rational then $c$ wants it to be the case that $A$.

\(^{30}\) For more on ideal observer theories, see, for example, (Firth 1952; and Kawall 2013).

\(^{31}\) An anonymous reviewer raised this worry.
to other equivalences in other branches of logic. In propositional logic, disjunction is in principle definable in terms of conjunction and negation since 

\((A \lor B) \leftrightarrow \neg(\neg A \land \neg B)\) is a tautology. This fact does not entail that ‘Either London or Paris is the capital of France’ means the same as ‘It is not the case that it is not the case that London is the capital of France and it is not the case that Paris is the capital of France.’ I suggest that the same thing is true of our equivalences.\(^{32}\) In conclusion, the fact that ‘Tom ought to go home’ does not have the same meaning as ‘Everyone who is perfectly rational wants Tom to go home’ is not a serious problem for the systems that include the equivalence \(OA \leftrightarrow \Pi x(Rx \rightarrow WxA)\).

4.2.13. Alethic-deontic accessibility rules (ad-rules)

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(T - MO)</td>
<td>(T - MO')</td>
<td>(T - OC)</td>
<td>(T - OC')</td>
</tr>
<tr>
<td>(isj)</td>
<td>(isj)</td>
<td>(i)</td>
<td>(isj)</td>
</tr>
<tr>
<td>(↓)</td>
<td>(↓)</td>
<td>(↓)</td>
<td>(↓)</td>
</tr>
<tr>
<td>(irj)</td>
<td>(jrk)</td>
<td>(irj)</td>
<td>(jrk)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(jrk)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(where j is new)</td>
<td>(where k is new)</td>
</tr>
</tbody>
</table>

| \(T - ad4\)   | \(T - ad5\)  | \(T - PMP\)   | \(T - OMP\)  |
| \(irj\)       | \(irj\)      | \(isj\)       | \(irj\)      |
| \(jrk\)       | \(isk\)      | \(irk\)       | \(jsk\)      |
| \(↓\)          | \(↓\)         | \(jrl\)       | \(isl\)      |
| \(isk\)       | \(jrk\)      | \(kl\)        | \(lrk\)      |
|               |               | \(where l is new\) | \(where l is new\) |

Table 20

\(^{32}\) In other words, meaning is stronger than necessary equivalence. The fact that \(A\) is necessarily equivalent with \(B\) does not entail that \(A\) and \(B\) have the same meaning; but if \(A\) has the same meaning as \(B\), then \(A\) and \(B\) are necessarily equivalent.
4.2.14. Identity rules

<table>
<thead>
<tr>
<th>( T - R = )</th>
<th>( T - S = )</th>
<th>( T - N = )</th>
<th>( T - A = )</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>( s = t, i )</td>
<td>( a = b, i )</td>
<td>( a = b, i )</td>
</tr>
<tr>
<td>( t = t, i )</td>
<td>( A[s/x], i )</td>
<td>( a = b, j )</td>
<td>( Aa[jk] )</td>
</tr>
<tr>
<td>for every ( t ) on the branch</td>
<td>where ( A ) is of a certain form (see below, 4.2.14)</td>
<td>for any ( j )</td>
<td></td>
</tr>
</tbody>
</table>

Table 21

\((T - S =)\) is applied only ‘within worlds,’ and we usually only apply the rule when \( A \) is atomic. However, we shall also allow applications of the following kind. Let \( M \) be a matrix where \( x_m \) is the first free variable in \( M \) and \( a_m \) is the constant in \( M[a_1, \ldots, a, \ldots, a_n/\vec{x}] \) that replaces \( x_m \). Furthermore, suppose we have \( a = b, i, M[a_1, \ldots, a, \ldots, a_n/\vec{x}], i \) and \( \neg Ra_m \) on the branch. Then we may apply \((T - S =)\) to obtain an extension of the branch that includes \( M[a_1, \ldots, b, \ldots, a_n/\vec{x}], i \).

With the help of \((T - S =)\) and \((T - A =)\) we can prove the following theorems:

\[ \Pi x \Pi y (W_x B \wedge x = y) \rightarrow W_y B \]
\[ \Pi x \Pi y (A_x B \wedge x = y) \rightarrow A_y B \]

All of these theorems are intuitively plausible. By using \((T - N =)\), we can establish that all identities and non-identities are (absolutely and historically) necessary—i.e. we can prove all of the following theorems:

\[ \Pi x \Pi y (x = y \rightarrow U x = y) \]
\[ \Pi x \Pi y (\neg x = y \rightarrow U \neg x = y) \]

This is plausible since every constant is treated as a rigid designator in this paper.

---

33 In the identity rules \( R \) stands for ‘reflexive,’ \( S \) for ‘substitution (of identities),’ \( N \) for ‘necessary identity,’ and \( A \) for ‘(boulesic) accessibility.’
4.3 Tableau systems and some basic proof-theoretical concepts

A tableau system is a set of tableau rules. I will consider two kinds of system in this paper: (pure) boulesic systems and boulesic-deontic systems.

A (pure) (alethic) boulesic system is a tableau system that includes the propositional rules, the basic alethic rules, the basic boulesic rules, the rules for the possibilist quantifiers, the \textit{CUTR}-rule (or \textit{CUT}) and the identity rules. The smallest boulesic system is called \( \mathcal{V} \). By adding various transfer rules, and/or boulesic, alethic and/or alethic-boulesic accessibility rules to \( \mathcal{V} \), we obtain a large class of stronger boulesic systems.

A (alethic) boulesic-deontic system is a tableau system that includes \( \mathcal{V} \) and all basic deontic rules. The smallest boulesic-deontic system is called \( \mathcal{BD} \). Every boulesic-deontic system that includes \( T – HW, T – \Sigma R, T – OW \) and \( T – \mathcal{W}O \) will be called a normal boulesic-deontic system. The smallest normal boulesic-deontic system is called \( \mathcal{NBD} \). By adding various tableau rules from Section 4.2 to \( \mathcal{BD} \), we obtain extensions of this system. Our (normal) boulesic-deontic systems illustrate how deontic logic can be ‘grounded’ in boulesic logic in a certain sense.

Let \( aA_1, \ldots, A_n, bB_1, \ldots, B_n, abC_1, \ldots, C_n, TrD_1, \ldots, D_n \) be the boulesic system that includes the alethic accessibility rules \( A_1, \ldots, A_n \), the boulesic accessibility rules \( B_1, \ldots, B_n \), the alethic-boulesic accessibility rules \( C_1, \ldots, C_n \), and the transfer rules \( D_1, \ldots, D_n \). A boulesic-deontic system is defined in a similar way: \( aA_1, \ldots, A_n, bB_1, \ldots, B_n, dC_1, \ldots, C_n, abD_1, \ldots, D_n, adE_1, \ldots, E_n, TrF_1, \ldots, F_n \) is a boulesic-deontic system, where \( a, b, ab \), and \( Tr \) are interpreted as in a boulesic system; \( C_1, \ldots, C_n \) is a list (possibly empty) of deontic accessibility rules; and \( E_1, \ldots, E_n \) is a list (possibly empty) of alethic-deontic rules.

Important proof theoretical concepts like the concepts of proof, theorem, derivation, consistency, inconsistency in a system, the logic of a tableau system, etc. are defined as usual (see, for example, Priest 2008).

I will now describe four different tableau systems that correspond to the four classes of models described in Definition 9. The first system is an example of a boulesic system; the other three are examples of boulesic-deontic systems.
Definition 10  (i) Strict boulesic logic is the boulesic system that includes all a-rules and the tableau rules b4, b5, bT’, bB’, MW, WC’, MW’, ab4, ab5, WMP, and AMP.  (ii) Strong boulesic-deontic logic is the (normal) boulesic-deontic system that includes all a-rules and the tableau rules d4, d5, dT’, dB’, b4, b5, bT’, bB’, MO, OC’, MO’, ad4, ad5, OMP, PMP, MW, WC’, MW’, ab4, ab5, WMP, AMP.  (iii) Strong+ boulesic-deontic logic is the (normal) boulesic-deontic system that includes all rules in tables 12–15 and 18–20.  (iv) Almost complete boulesic-deontic logic is the (normal) boulesic-deontic system that includes all rules that are contained in Strong+ boulesic-deontic logic plus T–FTR. 34

Note that the following relations hold between these systems: Strict boulesic logic ⊆ Strong boulesic-deontic logic ⊆ Strong+ boulesic-deontic logic ⊆ Almost complete boulesic-deontic logic. As far as I can see, the following relations also hold: Strict boulesic logic ⊆ Strong boulesic-deontic logic ⊆ Strong+ boulesic-deontic logic ⊆ Almost complete boulesic-deontic logic. However, I will only offer the latter claim as a conjecture in the present paper.

5. Examples of theorems

In this section, I will mention some sentences that can be proved in various systems. The informal reading of the theses should be obvious. Every formula in Table 22 is a theorem in every system in this paper; every sentence in Table 23 is a theorem in every system that includes the tableau rule T–bD, etc.

All of the following sentences (schemas) are theorems in every system in this paper: \( \Pi x(Rx \rightarrow (WxB \leftrightarrow \neg A_x \neg B)) \), \( \Pi x(Rx \rightarrow (\neg WxB \leftrightarrow A_x \neg B)) \), \( \Pi x(Rx \rightarrow (W_x \neg B \leftrightarrow \neg A_x B)) \) and \( \Pi x(Rx \rightarrow (A_x B \leftrightarrow \neg W_x \neg B)) \). Note that universal necessity is stronger than historical necessity and that universal

34 Some of the rules in these systems are ‘redundant,’ and there are several ‘weaker’ systems that are deductively equivalent—i.e. they contain exactly the same theorems. ‘Weaker system’ here means a system with fewer primitive rules, not a system with fewer theorems.
possibility is weaker than historical possibility in every system in this paper. In other words, $UA \rightarrow \Box A$ and $\Diamond A \rightarrow MA$ are theorems in every system in this paper, while $\Box A \rightarrow UA$ and $MA \rightarrow \Diamond A$ are not theorems in any system in this paper. $U$ and $M$ behave as so-called $S5$-operators in every system in this paper and $\Box$ and $\Diamond$ behave as $S5$-operators in every system that includes every rule in Table 12 (note that not all rules have to be primitive).

<table>
<thead>
<tr>
<th>Theorem</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \land B) \leftrightarrow (W_xA \land W_xB)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow ((W_xA \lor W_xB) \rightarrow W_x(A \lor B)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (A_x(A \land B) \rightarrow (A_xA \land A_xB)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (A_x(A \lor B) \leftrightarrow (A_xA \lor A_xB)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \rightarrow B) \rightarrow (W_xA \rightarrow W_xB)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \rightarrow B) \rightarrow (A_xA \rightarrow A_xB)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \rightarrow B) \rightarrow (W_xA \leftarrow W_xB)))$</td>
<td>Every</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \leftrightarrow B) \rightarrow (W_x\neg A \leftrightarrow W_x\neg B)))$</td>
<td>Every</td>
</tr>
</tbody>
</table>

Table 22

<table>
<thead>
<tr>
<th>Theorem</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi x(Rx \rightarrow (W_xB \rightarrow A_xB))$</td>
<td>$bD$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow \neg(W_xB \land W_x\neg B))$</td>
<td>$bD$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (A_xB \lor A_x\neg B))$</td>
<td>$bD$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow \neg(W_x(A \lor B) \land (W_x\neg A \land W_x\neg B)))$</td>
<td>$bD$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \rightarrow B) \rightarrow (W_xA \rightarrow A_xB)))$</td>
<td>$bD$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow (W_x(A \rightarrow B) \rightarrow (W_x\neg B \rightarrow \neg W_xA)))$</td>
<td>$bD$</td>
</tr>
</tbody>
</table>

Table 23
\[
\Pi x((Rx \land W_x Rx) \rightarrow (W_x B \rightarrow W_x W_x B)) \quad b4
\]
\[
\Pi x((Rx \land W_x Rx) \rightarrow (A_x B \rightarrow W_x A_x B)) \quad b5
\]
\[
\Pi x((Rx \land W_x Rx) \rightarrow W_x (W_x B \rightarrow B)) \quad bT'
\]
\[
\Pi x((Rx \land W_x Rx) \rightarrow W_x (A_x W_x A \rightarrow A)) \quad bB'b4
\]
\[
\Pi x(Rx \rightarrow (W_x B \rightarrow W_x W_x B)) \quad b4UR
\]
\[
\Pi x(Rx \rightarrow (A_x B \rightarrow W_x A_x B)) \quad b5UR
\]
\[
\Pi x(Rx \rightarrow W_x(W_x B \rightarrow B)) \quad bT'UR
\]
\[
\Pi x(Rx \rightarrow W_x(A_x W_x A \rightarrow A)) \quad bB'UR
\]

Table 24

<table>
<thead>
<tr>
<th>Theorems</th>
<th>Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>[\Pi x\Pi y((Rx \land Ry) \rightarrow (W_x B \rightarrow W_y B))]</td>
<td>HW</td>
</tr>
<tr>
<td>[\Pi x(Rx \rightarrow (W_x B \rightarrow \Pi y(Ry \rightarrow W_y B))]</td>
<td>HW</td>
</tr>
<tr>
<td>[\Pi x\Pi y((Rx \land Ry) \rightarrow (A_x B \rightarrow A_y B))]</td>
<td>HW</td>
</tr>
<tr>
<td>[\Pi x(Rx \rightarrow (A_x B \rightarrow \Pi y(Ry \rightarrow A_y B))]</td>
<td>HW</td>
</tr>
<tr>
<td>[\Sigma x(Rx \land W_x B) \rightarrow \Pi x(Rx \rightarrow W_x B)]</td>
<td>HW</td>
</tr>
<tr>
<td>[\Sigma x(Rx \land A_x B) \rightarrow \Pi x(Rx \rightarrow A_x B)]</td>
<td>HW</td>
</tr>
<tr>
<td>[\neg \Sigma x\Sigma y((Rx \land Ry) \land (W_x B \land W_y \neg B))]</td>
<td>HWbD</td>
</tr>
<tr>
<td>[\Pi x(Rx \rightarrow (W_x B \rightarrow \Pi y(Ry \rightarrow A_y B))]</td>
<td>HWbD</td>
</tr>
</tbody>
</table>

Table 25

<table>
<thead>
<tr>
<th>Theorems</th>
<th>Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>[\Pi x(Rx \rightarrow (\Box A \rightarrow W_x A))]</td>
<td>abMW</td>
</tr>
<tr>
<td>[\Pi x(Rx \rightarrow (W_x A \rightarrow \Box A))]</td>
<td>abWC</td>
</tr>
<tr>
<td>[\Pi x((Rx \land W_x Rx) \rightarrow W_x(\Box A \rightarrow W_x A))]</td>
<td>abMW'</td>
</tr>
<tr>
<td>[\Pi x((Rx \land W_x Rx) \rightarrow W_x(W_x A \rightarrow \Box A))]</td>
<td>abWC'</td>
</tr>
<tr>
<td>[\Pi x(Rx \rightarrow (W_x A \rightarrow \Box W_x A))]</td>
<td>ab4UR</td>
</tr>
</tbody>
</table>
\[
\Pi x(Rx \rightarrow (A_xB \rightarrow \Box A_xB)) \quad ab5\, UR
\]
\[
\Pi x(Rx \rightarrow (A_x\Box B \rightarrow \Box A_xB)) \quad abAMPUR
\]
\[
\Pi x(Rx \rightarrow (\mathcal{W}_x\Box A \rightarrow \Box \mathcal{W}_x A)) \quad abWMPUR
\]
\[
\Pi x(Rx \rightarrow \mathcal{W}_x(\Box A \rightarrow \mathcal{W}_x A)) \quad abMW'\, UR
\]
\[
\Pi x(Rx \rightarrow \mathcal{W}_x(\mathcal{W}_x A \rightarrow \Diamond A)) \quad abWC\, UR
\]

<table>
<thead>
<tr>
<th>Name</th>
<th>Theorem</th>
<th>Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>MO</td>
<td>\Box A \rightarrow OA</td>
<td>adMO</td>
</tr>
<tr>
<td>OC</td>
<td>OA \rightarrow \Diamond A</td>
<td>adOC</td>
</tr>
<tr>
<td>OC'</td>
<td>O(OA \rightarrow \Diamond A)</td>
<td>adOC'</td>
</tr>
<tr>
<td>MO'</td>
<td>O(\Box A \rightarrow OA)</td>
<td>adMO'</td>
</tr>
<tr>
<td>ad4</td>
<td>OA \rightarrow \Box OA</td>
<td>ad4</td>
</tr>
<tr>
<td>ad5</td>
<td>PA \rightarrow \Box PA</td>
<td>ad5</td>
</tr>
<tr>
<td>PMP</td>
<td>P\Box A \rightarrow \Box PA</td>
<td>adPMP</td>
</tr>
<tr>
<td>OMP</td>
<td>O\Box A \rightarrow \Box OA</td>
<td>adOMP</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theorem</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>\Pi x(Rx \rightarrow (\Pi y\mathcal{W}_x B \leftrightarrow \mathcal{W}_x \Pi y B))</td>
<td>Every</td>
</tr>
<tr>
<td>\Pi x(Rx \rightarrow (\Sigma y A_x B \leftrightarrow \mathcal{A}_x \Sigma y B))</td>
<td>Every</td>
</tr>
<tr>
<td>\Pi x(Rx \rightarrow (A_x \Pi y B \rightarrow \Pi y A_x B))</td>
<td>Every</td>
</tr>
<tr>
<td>\Pi x(Rx \rightarrow (\Sigma y \mathcal{W}_x B \rightarrow \mathcal{W}_x \Sigma y B))</td>
<td>Every</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theorem</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>\Pi x(Rx \rightarrow (\Box (A \rightarrow B) \rightarrow (\mathcal{W}_x A \rightarrow \mathcal{W}_x B)))</td>
<td>MW</td>
</tr>
<tr>
<td>\Pi x(Rx \rightarrow (\Box (A \rightarrow B) \rightarrow (A_x A \rightarrow A_x B)))</td>
<td>MW</td>
</tr>
<tr>
<td>\Pi x(Rx \rightarrow (\Box (A \rightarrow B) \rightarrow (\mathcal{W}_x \neg B \rightarrow \mathcal{W}_x \neg A)))</td>
<td>MW</td>
</tr>
</tbody>
</table>

*Table 26*

*Table 27*

*Table 28*
In this section, I will consider one example of a valid argument, one example of a valid sentence and one example of an invalid sentence. I will show that argument 3 described in the introduction is valid (in the class of all models that satisfy $C-MW$). This illustrates one of the possible applications of the systems that are introduced in this paper, namely as a tool in the analysis and evaluation of various arguments. Argument 3 is intuitively valid, but it seems impossible to prove this in any other systems in the literature. Nonetheless, we can prove that the conclusion is derivable from the premises in all systems in this paper that include $T-MW$. Since the smallest boulesic system that includes $T-MW$ is sound with respect to the class of all models that satisfy $C-MW$, the argument is valid in the

**Table 29**

<table>
<thead>
<tr>
<th>Theorem</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>$OA \rightarrow \Pi x(Rx \rightarrow WxA)$</td>
<td>$OW$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow WxA) \rightarrow OA$</td>
<td>$WOHW\Sigma R$</td>
</tr>
<tr>
<td>$OA \leftrightarrow \Pi x(Rx \rightarrow WxA)$</td>
<td>$OWWOWHW\Sigma R$</td>
</tr>
<tr>
<td>$PB \rightarrow \Pi x(Rx \rightarrow AxB)$</td>
<td>$WOHW$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow AxB) \rightarrow PB$</td>
<td>$OWHW\Sigma R$</td>
</tr>
<tr>
<td>$PB \leftrightarrow \Pi x(Rx \rightarrow AxB)$</td>
<td>$WOOWHW\Sigma R$</td>
</tr>
<tr>
<td>$FA \rightarrow \Pi x(Rx \rightarrow Wx\neg A)$</td>
<td>$OW$</td>
</tr>
<tr>
<td>$\Pi x(Rx \rightarrow Wx\neg A) \rightarrow FA$</td>
<td>$WOHW\Sigma R$</td>
</tr>
<tr>
<td>$FA \leftrightarrow \Pi x(Rx \rightarrow Wx\neg A)$</td>
<td>$OWWOWHW\Sigma R$</td>
</tr>
</tbody>
</table>

**Table 30**

5.1. Examples: Valid arguments and valid and invalid formulas

In this section, I will consider one example of a valid argument, one example of a valid sentence and one example of an invalid sentence. I will show that argument 3 described in the introduction is valid (in the class of all models that satisfy $C-MW$). This illustrates one of the possible applications of the systems that are introduced in this paper, namely as a tool in the analysis and evaluation of various arguments. Argument 3 is intuitively valid, but it seems impossible to prove this in any other systems in the literature. Nonetheless, we can prove that the conclusion is derivable from the premises in all systems in this paper that include $T-MW$. Since the smallest boulesic system that includes $T-MW$ is sound with respect to the class of all models that satisfy $C-MW$, the argument is valid in the
class of all models that satisfy $C-M\mathcal{W}$. Hence, we seem to need systems of the kind developed in this paper.

*Argument 3* can be symbolised in the following way. $\Pi x(Px \to W_x Mx)$ (for every $x$ if $x$ is a person in the class, then $x$ wants it to be the case that $x$ passes the exam), $Ps$ (Sandra is a person in the class), $\Box(Ms \to Ss)$ (it is necessary that Sandra passes the exam only if she studies hard), $Rs \to W_s Ss$ (if Sandra is perfectly rational, she wants to study hard). To prove that the conclusion is derivable from the premises, we construct a semantic tableau that begins with all premises and the negation of the conclusion. Since this tableau is closed, it constitutes a derivation of the conclusion from the premises in the smallest boulesic system that includes $T-M\mathcal{W}$. Hence, the conclusion follows from the premises in the class of all models that satisfy $C-M\mathcal{W}$ (by the soundness theorems in Section 6). Here is our proof. (‘$MP$’ stands for the derived rule ‘Modus Ponens.’)

\begin{align*}
(1) \Pi x(Px \to W_x Mx), & 0 \\
(2) Ps, & 0 \\
(3) \Box(Ms \to Ss), & 0 \\
(4) \neg(Rs \to W_s Ss), & 0 \\
(5) Rs, & 0 [4, \neg\rightarrow] \\
(6) \neg W_s Ss, & 0 [4, \neg\rightarrow] \\
(7) A_s \neg Ss, & 0 [5, 6, \neg \mathcal{W}] \\
(8) Ps \to W_s Ms, & 0 [1, \Pi [s/x]] \\
(9) W_s Ms, & 0 [2, 8, MP] \\
(10) 0 As 1, & 0 [5, 7, A] \\
(11) \neg Ss, & 1 [5, 7, A] \\
(12) Ms, & 1 [5, 9, 10, \mathcal{W}] \\
(13) 0 r 1, & 0 [10, T-M\mathcal{W}] \\
(14) Ms \to Ss, & 1 [3, 13, \Box] \\
(15) Ss, & 1 [12, 14, MP] \\
(16) *, & [11, 15]
\end{align*}

Let us now turn to our valid sentence. In the introduction, we considered several interpretations of the so-called hypothetical imperative. One of the readings was (7): $\Pi \Pi x(Rx \to ((W_x A \land \Box(A \to B)) \to OB))$. Intuitively,
this sentence says that it is absolutely necessary that if \( x \) is perfectly rational, then if \( x \) wants it to be the case that \( A \) and it is necessary that \( A \) only if \( B \) then it ought to be the case that \( B \). Here is an instance of this schema: if \( x \) is perfectly rational and \( x \) wants to achieve end \( E \) and it is necessary that \( x \) achieves end \( E \) only if \( x \) does action \( A \) then \( x \) ought to do action \( A \). Or more concretely, if \( x \) is perfectly rational then if \( x \) wants to become a doctor of philosophy (sometime in the future) and it is necessary that \( x \) will become a doctor of philosophy (sometime in the future) only if \( x \) writes a dissertation then \( x \) ought to write a dissertation. I will now show that (7) is a theorem in every boulesic-deontic system that includes the rules \( T-WO \), \( T-HW \) and \( T-MW \). Here is our tableau proof:\(^{35}\)

\[
(1) \neg U \Pi x (Rx \rightarrow ((W_x A \land \Box (A \rightarrow B)) \rightarrow OB)), 0
\]
\[
(2) M-\Pi x (Rx \rightarrow ((W_x A \land \Box (A \rightarrow B)) \rightarrow OB)), 0 [1, \neg U]
\]
\[
(3) \neg \Pi x (Rx \rightarrow ((W_x A \land \Box (A \rightarrow B)) \rightarrow OB)), 1 [2, M]
\]
\[
(4) \Sigma x \neg (Rx \rightarrow ((W_x A \land \Box (A \rightarrow B)) \rightarrow OB)), 1 [3, \neg \Pi]
\]
\[
(5) \neg (Rc \rightarrow ((W_c A[c/x] \land \Box (A[c/x] \rightarrow B[c/x])) \rightarrow OB[c/x])), 1 [4, \Sigma]
\]
\[
(6) R_c, 1 [5, \rightarrow]
\]
\[
(7) \neg ((W_c A[c/x] \land \Box (A[c/x] \rightarrow B[c/x])) \rightarrow OB[c/x]), 1 [5, \neg \rightarrow]
\]
\[
(8) W_c A[c/x] \land \Box (A[c/x] \rightarrow B[c/x]), 1 [7, \neg \rightarrow]
\]
\[
(9) \neg OB[c/x], 1 [7, \neg \rightarrow]
\]
\[
(10) W_c A[c/x], 1 [8, \land]
\]
\[
(11) \Box (A[c/x] \rightarrow B[c/x]), 1 [8, \land]
\]
\[
(12) P \neg B[c/x], 1 [9, \neg O]
\]
\[
(13) 1s2 [12, P]
\]
\[
(14) \neg B[c/x], 2 [12, P]
\]
\[
(15) 1A d2 [13, T-WO]
\]
\[
(16) 1A c2 [15, T-HW]
\]
\[
(17) A[c/x], 2 [6, 10, 16, W]
\]
\[
(18) 1 r2 [16, T-MW]
\]
\[
(19) A[c/x] \rightarrow B[c/x], 2 [11, 18, \Box]
\]

\(^{35}\) In a strict sense, this is not a proof, but a proof schema. For it includes expressions such as \( A[c/x] \). However, this schema shows that any proof of this form is correct.
The tableau above is closed. Hence, $\Pi x(Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow OB))$ is a theorem in every boulesic-deontic system that includes the rules $T$–$WO$, $T$–$HW$ and $T$–$MW$. It follows, by the soundness results in Section 6, that $\Pi x(Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow OB))$ is valid in the class of all models that satisfy $C$–$WO$, $C$–$HW$ and $C$–$MW$. Even though $\Pi x(Rx \rightarrow ((WxA \land \Box(A \rightarrow B)) \rightarrow OB))$ is valid in some systems, $\Pi x((WxA \land \Box(A \rightarrow B)) \rightarrow OB)$ is not a theorem in any system in this paper (as I mentioned in the introduction). This is as it should be since this formula has countless counterintuitive consequences. Consider, for example, the following ‘instance’: ‘If c wants to destroy the City Hall and it is necessary that c uses a bomb to destroy the City Hall, then c ought to use a bomb to destroy the City Hall.’ Suppose that the antecedent is true. Then c ought to use a bomb to destroy the City Hall. But this is absurd.

Now I will show how it is possible to use semantic tableaux to prove that a sentence is not valid and how it is possible to use open complete branches to read off countermodels. Consider the following sentence:

For every individual $x$, if $x$ wants to quench her thirst and it is necessary that $x$ quenches her thirst only if $x$ drinks some water, then $x$ wants to drink some water.

This sentence can be symbolised in the following way: $\Pi x((WxQx \land \Box(Qx \rightarrow Dx)) \rightarrow WxDx)$, where $Qx$ says that $x$ quenches her thirst and $Dx$ says that $x$ drinks some water. I will show that this formula is not valid in the class of all models. To establish this, I will show that the formula is not a theorem in our weakest system. By the completeness theorems in Section 6, it follows that the sentence is not valid in the class of all models. I will use an open branch in a complete tree for the formula to read off a countermodel and I will verify that this model is a countermodel to the formula. In fact, it is possible to prove that the sentence is not a theorem in any system in this paper. Consequently, it is possible to show that the formula is not valid in any class of models (in this paper). It is left to the reader to verify this claim. Here is our tableau:
It is possible to extend the left branch in this tree. Nevertheless, at this stage we cannot apply any more rules to the right branch, which is open (and complete). It follows that the whole tableau is open (and complete). Hence, $\Pi((W_xQx \land \Box(Qx \to Dx)) \to W_xDx)$ is not a theorem in our weakest system. Consequently, the formula is not valid in the class of all models (by the completeness results in Section 6).

Let us verify this conclusion. We can use the right branch to read off a countermodel, $M$, since this branch is open and complete. The matrix of $W_cQc$ is $W_{x1}Q_{x2}$ and the matrix of $W_cDc$ is $W_{x1}D_{x2}$.

$W = \{\omega_0\}, D = \{[c]\}, v(c) = [c]$, and the extensions of $Q$ and $D$ are empty in $\omega_0$. $\mathfrak{R}, \mathfrak{A}$ (and $\mathfrak{S}$) are empty. $v_{\omega_0}(W_{x1}Q_{x2})$ is the extension of $W_{x1}Q_{x2}$ in $\omega_0$ and $v_{\omega_0}(W_{x1}D_{x2})$ is the extension of $W_{x1}D_{x2}$ in $\omega_0$. If $\neg Ra_m,i$ is on the branch $\mathcal{B}$ and $M$ is an $n$-place matrix with instantiations on the branch (where $x_m$ is the first free variable in $M$ and $a_m$ is the constant in $M[a_1, \ldots, a_n/x_1, \ldots, x_n]$ that replaces $x_m$), then $\langle [a_1], \ldots, [a_n]\rangle$ is an element of $v_{\omega_1}(M)$ iff $M[a_1, \ldots, a_n/x_1, \ldots, x_n]$, $i$ occurs on $\mathcal{B}$.

$\neg Rc$, 0 is on the branch, while $W_{x1}D_{x2}[c, c/x_1, x_2]$, 0 (= $W_cDc$, 0) is not on the branch. $x_1$ is the first free variable in $W_{x1}D_{x2}$ and $c$ is the constant in $W_{x1}D_{x2}[c, c/x_1, x_2]$ that replaces $x_1$. Consequently, $\langle [c], [c]\rangle$ is not an element in $v_{\omega_1}(W_{x1}D_{x2})$ ($v_{\omega_0}(W_{x1}D_{x2})$ is empty). $Rc$ is false in $\omega_0$ in $\mathcal{M}$, for $\neg Rc$, 0 is on $\mathcal{B}$. If $Rc$ is false in $\omega_0$ in $\mathcal{M}$, then $W_{x1}D_{x2}[c, c/x_1, x_2]$ is true in $\omega_0$ in $\mathcal{M}$ iff $\langle v(c), v(c)\rangle$ is in $v_{\omega_0}(W_{x1}D_{x2})$. Hence, $W_{x1}D_{x2}[c, c/x_1, x_2]$ is true in $\omega_0$ in $\mathcal{M}$ iff $\langle v(c), v(c)\rangle$ is in $v_{\omega_0}(W_{x1}D_{x2})$. $\langle v(c), v(c)\rangle$ is not in $v_{\omega_0}(W_{x1}D_{x2})$. 

\(1\) \((\lnot \Pi((W_xQx \land \Box(Qx \to Dx)) \to W_xDx), 0)\) 
\(2\) \((\Sigma x((W_xQx \land \Box(Qx \to Dx)) \to W_xDx), 0 [1, \lnot \Pi] \) 
\(3\) \((\lnot((W_cQc \land \Box(Qc \to Dc)) \to W_cDc), 0 [2, \Sigma] \) 
\(4\) \((W_cQc \land \Box(Qc \to Dc), 0 [3, \lnot \to] \) 
\(5\) \((\lnot W_cDc, 0 [3, \lnot \to] \) 
\(6\) \((W_cQc, 0 [4, \land] \) 
\(7\) \((\Box(Qc \to Dc), 0 [4, \land] \) 
\(8\) \((Rc, 0 [\lnot Rc, 0 [CUTR] \) 
\(9\) \((\lnot Rc, 0 [\lnot Rc, 0 [T=R\) 
\(10\) \((c = c, 0 [T=R\)
Consequently, it is not the case that $W_x D x_2[c, c/x_1, x_2]$ is true in $\omega_0$ in $M$. $W_x D x_2[c, c/x_1, x_2] = W_c D c$. It follows that it is not the case that $W_c D c$ is true in $\omega_0$ in $M$, that is, $W_c D c$ is false in $\omega_0$ in $M$.

$W_x Q x_2[c, c/x_1, x_2] = 0$ (that is, $W_c Q c, 0$) is on the branch. $x_1$ is the first free variable in $W_x Q x_2$ and $c$ is the constant in $W_x Q x_2[c, c/x_1, x_2]$ that replaces $x_1$. Hence, $\langle [c], [c] \rangle$ is an element in $v_{\omega_0}(W_x Q x_2)$. If $R c$ is false in $\omega_0$ in $M$, then $W_x Q x_2[c, c/x_1, x_2]$ is true in $\omega_0$ in $M$ iff $\langle v(c), v(c) \rangle$ is in $v_{\omega_0}(W_x Q x_2)$. Accordingly, $W_x Q x_2[c, c/x_1, x_2]$ is true in $\omega_0$ in $M$ iff $\langle v(c), v(c) \rangle$ is in $v_{\omega_0}(W_x Q x_2)$. Therefore, $W_x Q x_2[c, c/x_1, x_2]$ is true in $\omega_0$ in $M$. $W_x Q x_2[c, c/x_1, x_2] = W_c Q c$. Consequently, $W_c Q c$ is true in $\omega_0$ in $M$.

Since no possible world is alethically accessible from $\omega_0$ in $M$, $\Box(Qc \rightarrow Dc)$ is true in $\omega_0$ in $M$.

We have established that $W_c Q c$ is true in $\omega_0$ in $M$ and that $\Box(Qc \rightarrow Dc)$ is true in $\omega_0$ in $M$. Accordingly, $W_c Q c \land \Box(Qc \rightarrow Dc)$ is true in $\omega_0$ in $M$. Furthermore, we have shown that $W_c D c$ is false in $\omega_0$ in $M$. It follows that $(W_c Q c \land \Box(Qc \rightarrow Dc)) \rightarrow W_c D c$ is false in $\omega_0$ in $M$. Since $[c]$ is an object in the domain, we conclude that $\Pi x((W_x Q x \land \Box(Qx \rightarrow Dx)) \rightarrow W_c D x)$ is false in $\omega_0$ in $M$. It follows that this formula is not valid in the class of all models. This result is intuitively plausible. If some individual is not perfectly rational, it is possible that she wants something, $A$, without wanting the necessary means to $A$. This is compatible with the proposition that several other versions of the hypothetical imperative are valid (in some models) (see above, the introduction and Section 3.6).

6. Soundness and completeness theorems

In this section, I will prove that every system in this essay is sound and complete with respect to its semantics. The concepts of soundness and completeness are defined as usual (see, for example, Priest, 2008). Many steps in the proofs are easy modifications of existing proofs. However, due to the presence of the boulesic operators in our language, some steps require some new techniques.
Lemma 11 (Locality): Let $\mathcal{M}_1 = \langle D, W, \mathcal{R}, \mathcal{A}, \mathcal{S}, v_1 \rangle$ and $\mathcal{M}_2 = \langle D, W, \mathcal{R}, \mathcal{A}, \mathcal{S}, v_2 \rangle$ be two supplemented models (the lemma for unsupplemented models is similar). The language of the two, which we call $\mathcal{L}$, is the same, for they have the same domain. Let $A$ be any closed formula of $\mathcal{L}$ such that $v_1$ and $v_2$ agree on the denotations of all the predicates, constants and matrices in it. Then for all $\omega \in W$: $v_{1,\omega}(A) = v_{2,\omega}(A)$.

Proof. The proof is by recursion on the sentences in our language. ‘the IH’ refers to the induction hypothesis.

Atomic formulas. $v_{1,\omega}(Pa_1 \ldots a_n) = 1$ iff $\langle v_1(a_1), \ldots, v_1(a_n) \rangle \in v_{1,\omega}(P)$ iff $\langle v_2(a_1), \ldots, v_2(a_n) \rangle \in v_{2,\omega}(P)$ iff $v_{2,\omega}(Pa_1 \ldots a_n) = 1$.

Suppose that $v_{1,\omega}(Ra_m) = 0$, that $M$ is a matrix where $x_m$ is the first free variable in $M$ and that $a_m$ is the constant in $M[a_1, \ldots, a_n/x]$ that replaces $x_m$. Then: $v_{2,\omega}(Ra_m) = 0$ and $v_{1,\omega}(M[a_1, \ldots, a_n/x]) = 1$ iff $\langle v_1(a_1), \ldots, v_1(a_n) \rangle \in v_{1,\omega}(M)$ iff $\langle v_2(a_1), \ldots, v_2(a_n) \rangle \in v_{2,\omega}(M)$ iff $v_{2,\omega}(M[a_1, \ldots, a_n/x]) = 1$.

Truth-functional connectives. Straightforward.

(☐). $v_{1,\omega}(\Box B) = 1$ iff for all $\omega'$ such that $\mathcal{R}_{\omega \omega'}$, $v_{1,\omega'}(B) = 1$ iff for all $\omega'$ such that $\mathcal{R}_{\omega \omega'}$, $v_{2,\omega'}(B) = 1$ [the IH] iff $v_{2,\omega}(\Box B) = 1$.

The cases for the other alethic and deontic operators are similar.

$(\mathcal{W}_c B)$. $A$ is of the form $\mathcal{W}_c B$. Suppose $v_{1,\omega}(\mathcal{W}_c B) = 1$. We have two cases: $v_{1,\omega}(Rc) = 0$ or $v_{1,\omega}(Rc) = 1$. Suppose $v_{1,\omega}(Rc) = 0$. Then $v_{2,\omega}(Rc) = 0$. Hence, $v_{2,\omega}(\mathcal{W}_c B) = 1$. And vice versa. Suppose $v_{1,\omega}(Rc) = 1$. Then for all $\omega'$ such that $\mathcal{A}v_1(c)_{\omega \omega'}$: $v_{1,\omega'}(B) = 1$. Accordingly, for all $\omega'$ such that $\mathcal{A}v_2(c)_{\omega \omega'}$: $v_{2,\omega'}(B) = 1$ [by assumption and the IH]. Furthermore, $v_{2,\omega}(Rc) = 1$. Hence, $v_{2,\omega}(\mathcal{W}_c B) = 1.$ And vice versa. Consequently, $v_{1,\omega}(\mathcal{W}_c B) = 1$ iff $v_{2,\omega}(\mathcal{W}_c B) = 1$.

The case for $\mathcal{A}_c B$ is similar.

(Π). $v_{1,\omega}(\Pi x B) = 1$ iff for all $k d \in \mathcal{L}(\mathcal{M})$, $v_{1,\omega}(B[k d/x]) = 1$ iff for all $k d \in \mathcal{L}(\mathcal{M})$, $v_{2,\omega}(B[k d/x]) = 1$ [by the IH, and the fact that $v_{1,\omega}(k d) = v_{2,\omega}(k d) = d$] iff $v_{2,\omega}(\Pi x B) = 1$.

The case for the particular quantifier is similar. ■

Lemma 12 (Denotation): Let $\mathcal{M} = \langle D, W, \mathcal{R}, \mathcal{A}, \mathcal{S}, v \rangle$ be any supplemented model (the lemma for unsupplemented models is similar). Let $A$ be any formula of $\mathcal{L}(\mathcal{M})$ with at most one free variable, $x$, and $a$ and $b$ be any two
constants such that \( v(a) = v(b) \). Then for any \( \omega \in W \): \( v_\omega(A[a/x]) = v_\omega(A[b/x]) \).

**Proof.** The proof is by induction on the complexity of \( A \).

Atomic formulas. (To illustrate, we assume that the formula has one occurrence of ‘a,’ distinct from each \( a_i \).) \( v_\omega(Pa_1 \ldots a \ldots a_n) = 1 \) iff \( \langle v(a_1), \ldots, v(a), \ldots, v(a_n) \rangle \in v_\omega(P) \) iff \( \langle v(a_1), \ldots, v(b), \ldots, v(a_n) \rangle \in v_\omega(P) \) iff \( v_\omega(Pa_1 \ldots b \ldots a_n) = 1 \).

Suppose \( v_\omega(Ra_m) = 0 \), that \( M \) is a matrix where \( x_m \) is the first free variable in \( M \) and that \( a_m \) is the constant in \( M[a_1, \ldots, a, \ldots, a_n/x] \) \( (M[a_1, \ldots, b, \ldots, a_n/x]) \) that replaces \( x_m \). (To illustrate, we assume that the formula has one occurrence of ‘a’ distinct from each \( a_i \) and that \( a_m \) is not \( a \) (b).) Then: \( v_\omega(M[a_1, \ldots, a, \ldots, a_n/x]) = 1 \) iff \( \langle v(a_1), \ldots, v(a), \ldots, v(a_n) \rangle \in v_\omega(M) \) iff \( \langle v(a_1), \ldots, v(b), \ldots, v(a_n) \rangle \in v_\omega(M) \) iff \( v_\omega(M[a_1, \ldots, b, \ldots, a_n/x]) = 1 \).

Truth-functional connectives. Straightforward.

\( (\Box). v_\omega(\Box B[a/x]) = 1 \) iff for all \( \omega' \) such that \( \mathcal{R}_{\omega\omega'} \), \( v_{\omega'}(B'[a/x]) = 1 \) iff for all \( \omega' \) such that \( \mathcal{R}_{\omega\omega'} \), \( v_{\omega'}(B[b/x]) = 1 \) [the IH] iff \( v_\omega(\Box B[b/x]) = 1 \).

The arguments for the other primitive alethic and deontic operators are similar.

\( (W_i) \). \( A \) is of the form \( W_i B \). Either \( v_\omega(\Pi t) = 1 \) or \( v_\omega(\Pi t) = 0 \). We have already shown that the result holds if \( v_\omega(\Pi t) = 0 \). Accordingly, suppose that \( v_\omega(\Pi t) = 1 \). Since \( x \) is the only free variable, \( t \) cannot be a variable distinct from \( x \). So, \( t \) is either \( x \) or a constant. Suppose \( t \) is \( x \). Then \( v_\omega(W_x B[a/x]) = 1 \) iff \( v_\omega(W_a B[a/x]) = 1 \) iff for all \( \omega' \) such that \( \mathcal{A}_{v(a)\omega\omega'} \), \( v_{\omega'}(B'[a/x]) = 1 \) iff for all \( \omega' \) such that \( \mathcal{A}_{v(b)\omega\omega'} \), \( v_{\omega'}(B'[b/x]) = 1 \) [by the fact that \( v(a) = v(b) \) and the IH] iff \( v_\omega(W_x B[b/x]) = 1 \) iff \( v_\omega(W_x B[b/x]) = 1 \). Suppose \( t \) is a constant, say \( c \). Then \( v_\omega(W_c B[a/x]) = 1 \) iff for all \( \omega' \) such that \( \mathcal{A}_{v(c)\omega\omega'} \), \( v_{\omega'}(B[a/x]) = 1 \) iff for all \( \omega' \) such that \( \mathcal{A}_{v(c)\omega\omega'} \), \( v_{\omega'}(B[b/x]) = 1 \) [by the IH] iff \( v_\omega(W_c B[b/x]) = 1 \).

The case for \( A_i \) is similar.

\( (\Pi). \) Let \( A \) be of the form \( \Pi y B \). If \( x = y \), then \( A[a/x] = A[b/x] = A \), so the result is trivial. Accordingly, suppose that \( x \) and \( y \) are distinct. Then, \( (\Pi y B)[b/x] = \Pi y (B[b/x]) \) and \( (B[b/x])[a/y] = (B[a/y])[b/x] \). \( v_\omega((\Pi y B)[a/x]) \).
= 1 iff $v_\omega(\Pi y(B[a/x])) = 1$ iff for all $k_d \in \mathcal{L}(\mathcal{M})$, $v_\omega((B[a/x])[k_d/y]) = 1$ iff for all $k_d \in \mathcal{L}(\mathcal{M})$, $v_\omega((B[k_d/y])[a/x]) = 1$ iff for all $k_d \in \mathcal{L}(\mathcal{M})$, $v_\omega((B[k_d/y])[b/x]) = 1$ [the IH] iff for all $k_d \in \mathcal{L}(\mathcal{M})$, $v_\omega((B[b/x])[k_d/y]) = 1$ iff $v_\omega((\Pi y B)[b/x]) = 1$.

The case for the particular quantifier ($\Sigma$) is similar. ■

6.1. Soundness theorem

Let $\mathcal{M} = \langle D, W, \mathcal{R}, \mathcal{A}, \mathcal{S}, v \rangle$ be any (supplemented) model and $\mathcal{B}$ any branch of a tableau. Then $\mathcal{B}$ is satisfiable in $\mathcal{M}$ iff there is a function $f$ from $0, 1, 2, \ldots$ to $W$ such that

(i) $A$ is true in $f(i)$ in $\mathcal{M}$, for every node $A, i$ on $\mathcal{B}$,

(ii) if $irj$ is on $\mathcal{B}$, then $\mathcal{R}f(i)f(j)$ in $\mathcal{M}$,

(iii) if $isj$ is on $\mathcal{B}$, then $\mathcal{S}f(i)f(j)$ in $\mathcal{M}$, and

(iv) if $iAcj$ is on $\mathcal{B}$, then $\mathcal{A}v(c)f(i)f(j)$ in $\mathcal{M}$.

If these conditions are fulfilled, we say that $f$ shows that $\mathcal{B}$ is satisfiable in $\mathcal{M}$.

Lemma 13 (Soundness Lemma): Let $\mathcal{B}$ be any branch of a tableau and $\mathcal{M}$ be any model. If $\mathcal{B}$ is satisfiable in $\mathcal{M}$ and a tableau rule is applied to it, then there is a model $\mathcal{M}'$ and an extension of $\mathcal{B}$, $\mathcal{B}'$, such that $\mathcal{B}'$ is satisfiable in $\mathcal{M}'$.

Proof. The proof is by induction on the height of the derivation. Let $f$ be a function that shows that the branch $\mathcal{B}$ is satisfiable in $\mathcal{M}$.

Connectives and the modal operators. Straightforward.

($\mathcal{W}$). Suppose that $Rc,i$, $\mathcal{W}_cB,i$, and $iAcj$ are on $\mathcal{B}$, and that we apply the $\mathcal{W}$-rule. Then we get an extension of $\mathcal{B}$ that includes $B,j$. Since $\mathcal{B}$ is satisfiable in $\mathcal{M}$, $\mathcal{W}_cB$ is true in $f(i)$ and $Rc$ is true in $f(i)$. Moreover, for any $i$ and $j$ such that $iAcj$ is on $\mathcal{B}$, $\mathcal{A}v(c)f(i)f(j)$. Hence by the truth conditions for $\mathcal{W}_cB$, $B$ is true in $f(j)$.

($\mathcal{A}$). Suppose that $Rc,i$, $\mathcal{A}_cB,i$ are on $\mathcal{B}$ and that we apply the $\mathcal{A}$-rule to get an extension of $\mathcal{B}$ that includes nodes of the form $iAcj$ and $B,j$. Since $\mathcal{B}$ is satisfiable in $\mathcal{M}$, $\mathcal{A}_cB$ is true in $f(i)$ and $Rc$ is true in $f(i)$. Hence, for some $w$ in $W$, $\mathcal{A}v(c)f(i)w$ and $B$ is true in $w$ [by the truth conditions for
\[\mathcal{A}_i^B\] and the fact that \( Rc \) is true in \( f(i) \). Let \( f' \) be the same as \( f \) except that \( f'(j) = w \). Since \( f \) and \( f' \) differ only at \( j \), \( f' \) shows that \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \). Moreover, by definition \( \exists v(c) f'(i)f'(j) \), and \( \mathcal{B} \) is true in \( f'(j) \).

\((-\mathcal{W})\) and \((-\mathcal{A})\). Similar.

\((\Pi)\). Suppose that \( \Pi x A, i \) is on \( \mathcal{B} \) and that we apply the \( \Pi \)-rule to get an extension of \( \mathcal{B} \) that includes a node of the form \( A[a/x], i \). \( \mathcal{M} \) makes \( \Pi x A \) true in \( f(i) \). For \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \). Hence, \( A[k_d/x] \) is true in \( f(i) \) in \( \mathcal{M} \), for all \( k_d \in \mathcal{L}(\mathcal{M}) \). Let \( d \) be such that \( v(a) = v(k_d) \). By the Denotation Lemma, \( A[a/x] \) is true in \( f(i) \) in \( \mathcal{M} \). Accordingly, we can take \( \mathcal{M}' \) to be \( \mathcal{M} \).

\((\Sigma)\). Suppose that \( \Sigma x A, i \) is on \( \mathcal{B} \) and that we apply the \( \Sigma \)-rule to get an extension of \( \mathcal{B} \) that includes a node of the form \( A[c/x], i \) (where \( c \) is new). Since \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \), \( \Sigma x A \) is true in \( f(i) \) in \( \mathcal{M} \). Hence, there is some \( k_d \in \mathcal{L}(\mathcal{M}) \) such that \( \mathcal{M} \) makes \( A[k_d/x] \) true in \( f(i) \). Let \( \mathcal{M}' = \langle D, W, \mathfrak{R}, \mathfrak{A}, \mathfrak{G}, v' \rangle \) be the same as \( \mathcal{M} \) except that \( v'(c) = d \). Since \( c \) does not occur in \( A[k_d/x] \), \( A[k_d/x] \) is true in \( f(i) \) in \( \mathcal{M}' \), by the Locality Lemma. By the Denotation Lemma and the fact that \( v'(c) = d = v'(k_d) \), \( A[c/x] \) is true in \( f(i) \) in \( \mathcal{M}' \). Furthermore, \( \mathcal{M}' \) makes all other formulas on the branch true at their respective worlds as well, by the Locality Lemma. For \( c \) does not occur in any other formula on the branch.

\((-\Pi)\) and \((-\Sigma)\). Straightforward.

Accessibility rules. I will go through three examples to illustrate the method.

\((T–MW)\). Suppose we have \( i Acj \) on \( \mathcal{B} \), and that we apply \((T–MW)\) to obtain an extension of \( \mathcal{B} \) that includes \( irj \). Since \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \), \( \exists v(c)f(i)f(j) \). It follows that \( \mathfrak{R}f(i)f(j) \), since \( \mathcal{M} \) satisfies the condition \( C–MW \).

\((T–WC)\). Suppose that \( i \) is on \( \mathcal{B} \), and that we apply \((T–WC)\) to give an extended branch containing \( i Acj \) and \( irj \), where \( j \) is new. Since \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \), \( f(i) \) is in \( W \) and \( v(c) \) is in \( D \). Hence, for some \( w \) in \( W \), \( \exists v(c)f(i)w \) and \( \mathfrak{R}f(i)w \), since \( \mathcal{M} \) satisfies condition \( C–WC \). Let \( f' \) be the same as \( f \) except that \( f'(j) = w \). Since \( j \) does not occur on \( \mathcal{B} \), \( f' \) shows that \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \). Moreover, \( \exists v(c)f'(i)f'(j) \) and \( \mathfrak{R}f'(i)f'(j) \) by construction. Hence, \( f' \) shows that the extension of \( \mathcal{B} \) is satisfiable in \( \mathcal{M} \).

\((T–A=)\). Suppose we have \( a = b, i \) and \( j Aak \) on a branch and that we apply \((T–A=)\) to obtain an extension that includes \( j Abk \). Since \( f \) shows
that the branch is satisfiable in $\mathcal{M}$, $a = b$ is true in $f(i)$ and $\forall v(a)f(j)f(k)$ in $\mathcal{M}$. Accordingly, $v(a) = v(b)$. Hence, $\forall v(b)f(j)f(k)$, and we may take $\mathcal{M}'$ to be $\mathcal{M}$. ■

**Theorem 14 (Soundness Theorem):** Every system $S$ in this paper is sound with respect to its semantics.

**Proof.** Suppose that $B$ does not follow from $\Gamma$ in $\mathcal{M}$, where $\mathcal{M}$ is the class of models that corresponds to $S$. Then every premise in $\Gamma$ is true and the conclusion $B$ false at some world $w$ in some model in $\mathcal{M}$. Consider an $S$-tableau whose initial list consists of $A,0$ for every $A \in \Gamma$ and $\neg B,0$, where ‘0’ refers to $w$. Then the initial list is satisfiable in $\mathcal{M}$. Every time we apply a rule to this list it produces at least one extension that is satisfiable in $\mathcal{M}$ (by the Soundness Lemma). Hence, we can find a whole branch such that every initial section of this branch is satisfiable in $\mathcal{M}$. This branch cannot be closed, for then some sentence would be both true and false in some possible world in some model in $\mathcal{M}$. Accordingly, the tableau is open. Consequently, $B$ is not derivable from $\Gamma$ in $S$. In conclusion, if $B$ is derivable from $\Gamma$ in $S$, then $B$ follows from $\Gamma$ in $\mathcal{M}$. ■

6.2. Completeness theorem

In this section, I will show that every system in this paper is complete with respect to its semantics. However, first we must define some important concepts.

Informally, a complete tableau is a tableau where every rule that can be applied has been applied. Since different systems include different rules, a tableau can be complete in one system even though it is not complete in another system. Furthermore, since the tableau rules may be applied in different orders, there may be several different (complete) tableaux for the same sentence or set of sentences in one and the same system, some longer than others, some shorter. To produce a complete tableau (in our completeness proofs) we shall use the following method.$^{36}$ (1) For every open branch

$^{36}$ Note that it is often possible to produce shorter proofs by using some more intuitive method instead.
on the tree, we shall do the following. We shall begin at its root and move towards its tip. We shall apply any rule that produces something that has not appeared on the branch before. For example, there is no point in applying $\Sigma$ more than once to a node of the form $\Sigma x A_i$. We shall not apply any rules to a branch that is already closed. Some rules can be applied more than once, for example, $\square$ and $\Pi$. When we arrive at a node of the form $\square A_i$ and it is possible to apply $\square$ several times, then we shall make all applications at once and we shall do the same for all similar nodes. (2) When we have extended all open branches on the tree in this way, we shall repeat the procedure. Some rules introduce new ‘possible worlds,’ for example $T - a D$ and $T - W C$. If a rule introduces a new possible world, then we shall apply it once at the tip of every open branch at the end of every cycle (that is, when we have gone through all nodes). If a system includes several different rules that introduce new possible worlds ($R_1, R_2, \ldots$), we shall alternate between them. The first time, we shall use $R_1$ once; the second time we shall use $R_2$ once, etc. Before we conclude a cycle and start to move through all nodes again, we shall apply CUTR. We shall split the end of every open branch in the tree and add $Rc_i$ to the left node and $\neg Rc_i$ to the right node, for every constant $c$ that occurs as an index to some boulesic operator on the tree and $i$ on the branch. The tableau is incomplete precisely when there is still something to do according to this method. A tableau is complete iff it is not incomplete.

**Definition 15 (Induced Model):** Let $B$ be an open complete branch of a tableau, let $i, j, k, \text{etc.}$ be numbers on $B$, and let $I$ be the set of numbers on $B$. Furthermore, let $C$ be the set of all constants on $B$. Define $a \sim b$ to mean that $a = b, 0$ is on the branch. $a \sim b$ is obviously an equivalence relation. Let $[a]$ be the equivalence class of $a$ under $\sim$. The (supplemented) model, $M = (D, W, R, S, A, v)$, induced by $B$ is defined as follows. $D = \{[a]: a \in C\}$ (or, if $C = \emptyset$, $D = \{o\}$ for an arbitrary $o$). ($o$ is not in the extension of anything.) $W = \{\omega_i: i \text{ occurs on } B\}$, $R\omega \omega_j \text{ iff } irj \text{ occurs on } B$, $S\omega \omega_j \text{ iff } isj \text{ occurs on } B$, $A v(a) \omega \omega_j \text{ iff } i A a \text{ occurs on } B$. $v(a) = [a]$, and $\langle [a_1], \ldots, [a_n] \rangle \in v_{\omega_i}(P)$ iff $Pa_1 \ldots a_n i$ is on $B$, given that $P$ is any $n$-place predicate other than identity. If $\neg Ra, i$ occurs on $B$ and $M$ is an $n$-place matrix with
instantiations on the branch (where \( x_m \) is the first free variable in \( M \) and \( a_m \) is the constant in \( M[a_1, \ldots, a_n/\overline{x}] \) that replaces \( x_m \), then \( \langle [a_1], \ldots, [a_n] \rangle \in v_{\omega_i}(M) \) iff \( M[a_1, \ldots, a_n/\overline{x}],i \) occurs on \( \mathcal{B} \). (Due to the identity rules this is well defined.) When we have \( a = b, 0, b = c, 0, \) etc. we choose one single object for all constants to denote.

**Lemma 16 (Completeness Lemma):** Let \( \mathcal{B} \) be an open branch in a complete tableau and let \( \mathcal{M} \) be a (supplemented) model induced by \( \mathcal{B} \). Then, for every formula \( A \):

(i) if \( A, i \) is on \( \mathcal{B} \), then \( v_{\omega_i}(A) = 1 \), and

(ii) if \( \neg A, i \) is on \( \mathcal{B} \), then \( v_{\omega_i}(A) = 0 \).

**Proof.** The proof is by induction on the complexity of \( A \).

Atomic formulas.

\( Pa_1 \ldots a_n, i \) is on \( \mathcal{B} \) \( \Rightarrow \langle [a_1], \ldots, [a_n] \rangle \in v_{\omega_i}(P) \Rightarrow \langle v(a_1), \ldots, v(a_n) \rangle \in v_{\omega_i}(P) \Rightarrow v_{\omega_i}(P) = v_{\omega_i}(Pa_1 \ldots a_n) = 1 \).

\( \neg Pa_1 \ldots a_n, i \) is on \( \mathcal{B} \) \( \Rightarrow Pa_1 \ldots a_n, i \) is not on \( \mathcal{B} \) (\( \mathcal{B} \) open) \( \Rightarrow \langle [a_1], \ldots, [a_n] \rangle \notin v_{\omega_i}(P) \Rightarrow \langle v(a_1), \ldots, v(a_n) \rangle \notin v_{\omega_i}(P) \Rightarrow v_{\omega_i}(Pa_1 \ldots a_n) = 0 \).

\( a = b, i \) is on \( \mathcal{B} \) \( \Rightarrow a \sim b \ (T\neg N=) \Rightarrow [a] = [b] \Rightarrow v(a) = v(b) \Rightarrow v_{\omega_i}(a = b) = 1 \).

\( \neg a = b, i \) is on \( \mathcal{B} \) \( \Rightarrow a = b, 0 \) is not on \( \mathcal{B} \) (\( \mathcal{B} \) open) \( \Rightarrow \) it is not the case that \( a \sim b \Rightarrow [a] \neq [b] \Rightarrow v(a) \neq v(b) \Rightarrow v_{\omega_i}(a = b) = 0 \).

Suppose that \( M \) is a matrix where \( x_m \) is the first free variable and \( a_m \) is the constant in \( M[a_1, \ldots, a_n/\overline{x}] \) that replaces \( x_m \) and that \( v_{\omega_i}(Ra_m) = 0 \). Then: \( M[a_1, \ldots, a_n/\overline{x}],i \) occurs on \( \mathcal{B} \) \( \Rightarrow \langle [a_1], \ldots, [a_n] \rangle \in v_{\omega_i}(M) \Rightarrow \langle v(a_1), \ldots, v(a_n) \rangle \in v_{\omega_i}(M) \Rightarrow v_{\omega_i}(M[a_1, \ldots, a_n/\overline{x}]) = 1 \).

\( \neg M[a_1, \ldots, a_n/\overline{x}], i \) occurs on \( \mathcal{B} \) \( \Rightarrow M[a_1, \ldots, a_n/\overline{x}], i \) is not on \( \mathcal{B} \) (\( \mathcal{B} \) open) \( \Rightarrow \langle [a_1], \ldots, [a_n] \rangle \notin v_{\omega_i}(M) \Rightarrow \langle v(a_1), \ldots, v(a_n) \rangle \notin v_{\omega_i}(M) \Rightarrow v_{\omega_i}(M[a_1, \ldots, a_n/\overline{x}]) = 0 \).

Other truth-functional connectives and modal operators. Straightforward.

Boulesic operators. (\( \mathcal{A} \)). Suppose \( \mathcal{A}_cB, i \) is on \( \mathcal{B} \). Furthermore, suppose that \( Rc, i \) is not on \( \mathcal{B} \). Then \( \neg Rc, i \) is on \( \mathcal{B} \) [by CUTF (or CUT)]. Hence, \( \mathcal{A}_cB \) is true in \( \omega_i \) by definition and previous steps. Suppose \( Rc, i \) is on \( \mathcal{B} \). Then the \( \mathcal{A} \)-rule has been applied to \( \mathcal{A}_cB, i \), since the branch is complete. So, for some new \( j \), \( iAcj \) and \( B, j \) occur on \( \mathcal{B} \). By the induction hypothesis,
\( \forall v(c) \omega \omega_j \) and \( B \) is true in \( \omega_j \). Since \( R_{c,i} \) is on \( \mathcal{B} \), \( v(c) \) is perfectly rational in \( \omega_i \). Hence, \( A_c B \) is true in \( \omega_i \) as required. Suppose \( \neg A_c B \) is on \( \mathcal{B} \). Furthermore, suppose that \( R_{c,i} \) is not on \( \mathcal{B} \). Then \( \neg R_{c,i} \) is on \( \mathcal{B} \) [by CUTR (or CUT)]. Consequently, \( A_c B \) is false in \( \omega_i \) by definition and previous steps. Suppose \( R_{c,i} \) is on \( \mathcal{B} \). Then the \( \neg A \)-rule has been applied, and \( \mathcal{W} c \neg B \), \( i \) is on \( \mathcal{B} \) since the branch is complete. Again, since \( R_{c,i} \) is on \( \mathcal{B} \) and the branch is complete, the \( \mathcal{W} \)-rule has been applied and for every \( j \) such that \( i A c j \) is on \( \mathcal{B} \), \( \neg B \), \( j \) is on \( \mathcal{B} \). By the induction hypothesis, \( B \) is false in every \( \omega_j \) such that \( \forall v(c) \omega \omega_j \). Since \( R_{c,i} \) is on \( \mathcal{B} \), \( v(c) \) is perfectly rational in \( \omega_i \). It follows that \( A \triangledown B \) is false in \( \omega_i \), as required.

\((\mathcal{W})\). Similar as for \((\mathcal{A})\).

Quantifiers. \((\Sigma)\). Suppose that \( \Sigma x A \), \( i \) is on the branch. Since the tableau is complete \((\Sigma)\) has been applied. Accordingly, for some \( c \), \( A[c/x], i \) is on the branch. Hence, \( v_{\omega_i}(A[c/x]) = 1 \), by (IH). For some \( k_d \in \mathcal{L}(\mathcal{M}) \), \( v(c) = d \), and \( v(k_d) = d \). Consequently, \( v_{\omega_i}(A[k_d/x]) = 1 \), by the Denotation Lemma.

It follows that \( v_{\omega_i}(\Sigma x A) = 1 \). Suppose that \( \neg \Sigma x A \), \( i \) is on the branch. Since the tableau is complete \((\neg \Sigma)\) has been applied. So, \( \Pi x \neg A, i \) is on the branch. Again, since the tableau is complete \((\Pi)\) has been applied. Thus, for all \( c \in C \), \( \neg A[c/x], i \) is on the branch. Consequently, \( v_{\omega_i}(A[c/x]) = 0 \) for all \( c \in C \) [by the induction hypothesis]. If \( k_d \in \mathcal{L}(\mathcal{M}) \), then for some \( c \in C \), \( v(c) = v(k_d) \). By the Denotation Lemma, for all \( k_d \in \mathcal{L}(\mathcal{M}) \), \( v_{\omega_i}(A[k_d/x]) = 0 \). Consequently, \( v_{\omega_i}(\Sigma x A) = 0 \).

The case for \( \Pi \) is similar. \( \blacksquare \)

**Theorem 17 (Completeness Theorem):** Every system in this paper is complete with respect to its semantics.

**Proof.** First we prove that the theorem holds for our weakest system \( \mathcal{V} \). Then we extend the theorem to all extensions of this system. Let \( \mathcal{M} \) be the class of models that corresponds to \( \mathcal{V} \).

Suppose that \( B \) is not derivable from \( \Gamma \) in \( \mathcal{V} \): then it is not the case that there is a closed \( \mathcal{V} \)-tableau whose initial list comprises \( A,0 \) for every \( A \) in \( \Gamma \) and \( \neg B,0 \). Let \( t \) be a complete \( \mathcal{V} \)-tableau whose initial list comprises \( A,0 \) for every \( A \) in \( \Gamma \) and \( \neg B,0 \). Then \( t \) is not closed—i.e. it is open. Since \( t \) is open, there is at least one open branch in \( t \). Let \( \mathcal{B} \) be an open branch in \( t \). The
model induced by $\mathcal{B}$ makes all the premises in $\Gamma$ true and $B$ false in $\omega_0$. Hence, it is not the case that $B$ follows from $\Gamma$ in $M$. Consequently, if $B$ follows from $\Gamma$ in $\mathcal{M}$, then $B$ is derivable from $\Gamma$ in $\mathcal{V}$.

To prove that all extensions of $\mathcal{V}$ are complete with respect to their semantics, we have to check that the model induced by the open branch $\mathcal{B}$ is of the right kind. To do this we first check that this is true for every single semantic condition. Then we combine each of the individual arguments. I will go through some steps to illustrate the method.

$C – bD$. Suppose that $\omega_i$ is in $W$. Then $i$ occurs on $\mathcal{B}$ [by the definition of an induced model]. Since $\mathcal{B}$ is complete ($T – bD$) has been applied. Hence, for some $j$, $iA cj$ is on $\mathcal{B}$. Accordingly, for some $\omega_j$, $\mathfrak{A} v(c) \omega \omega_j$, as required [by the definition of an induced model].

$C – b4$. Suppose that $\mathfrak{A} v(c) \omega \omega_j$ and $\mathfrak{A} v(c) \omega \omega_k$. Then $iA cj$ and $jA ck$ occur on $\mathcal{B}$ [by the definition of an induced model]. Since $\mathcal{B}$ is complete, ($T – b4$) has been applied and $iA ck$ occurs on $\mathcal{B}$. It follows that $\mathfrak{A} v(c) \omega \omega_k$, as required [by the definition of an induced model].

$C – HW$. Suppose that $\mathfrak{A} v(c) \omega \omega_j$. Then $iA cj$ occurs on $\mathcal{B}$ [by the definition of an induced model]. Since $\mathcal{B}$ is complete, ($T – HW$) has been applied and $iA dj$ occurs on $\mathcal{B}$. Consequently, $\mathfrak{A} v(d) \omega \omega_j$, as required [by the definition of an induced model].

$C – MW$. Suppose that $\mathfrak{A} v(c) \omega \omega_j$. Then $iA cj$ occurs on $\mathcal{B}$ [by the definition of an induced model]. Since $\mathcal{B}$ is complete, ($T – MW$) has been applied and $irj$ occurs on $\mathcal{B}$. Consequently, $\mathfrak{R} \omega \omega_j$, as required [by the definition of an induced model].

$C – WC$. Suppose that $\omega_i$ is in $W$. Then $i$ occurs on $\mathcal{B}$ [by the definition of an induced model]. Since $\mathcal{B}$ is complete ($T – WC$) has been applied. Accordingly, for some $j$, $iA cj$ and $irj$ are on $\mathcal{B}$. Thus, for some $\omega_j$, $\mathfrak{A} v(c) \omega \omega_j$ and $\mathfrak{R} \omega \omega_j$, as required [by the definition of an induced model].

7. Conclusion

In this paper, I have developed a set of boulesic and boulesic-deontic tableau systems and I have investigated some possible connections between
boulesic logic and deontic logic. Boulesic logic is a new kind of logic that deals with ‘boulesic’ concepts and expressions, such as wanting and accepting, and ‘boulesic’ sentences, arguments and systems. I have shown how deontic logic, the logic of norms, might be grounded in boulesic logic. I have used a kind of possible world models to define the systems semantically and I have shown that all systems are sound and complete with respect to their semantics. Intuitively, we can think of our semantics as a description of the structure of a perfectly rational will. Finally, I have mentioned some interesting theorems that can be proved in our systems, including some versions of the so-called hypothetical imperative.

The deontic fragments of the systems in this paper are pretty standard monadic deontic systems. For a long time, systems of this kind have been criticised and various deontic ‘paradoxes’ have been introduced, for example, Ross’s paradox, the paradox of derived obligations, the contrary-to-duty paradox, the good Samaritan paradox, the paradox of epistemic obligation and the free choice permission paradox.37 Some think that these puzzles show that normal deontic logic is seriously defective. However, I am inclined to believe that most of the so-called ‘deontic paradoxes’ can be ‘solved’ and that they do not show that we have to abandon classical deontic logic. Of course, some of the puzzles are quite serious, for example, the contrary-to-duty paradox. It does not seem to be possible to solve this puzzle adequately in normal monadic deontic systems. This does not necessarily imply that we have to abandon classical deontic logic, but it indicates that the systems in this paper should be expanded or supplemented.38

I would now like to mention two ways in which the systems in this paper can be improved.

37 For more on deontic paradoxes, see, for example, (Åqvist 1967; Castañeda 1981; Chisholm 1963; Hilpinen and McNamara 2013; Prior 1954, 1958; Ross 1941, 1944; and von Wright 1968).
38 In (Rönnedal 2018), I discuss the contrary-to-duty paradox and suggest a solution. This solution, which is attractive in many respects, does not require that we abandon normal monadic deontic logic. The systems in the present paper are compatible with this solution. For more on the contrary-to-duty paradox and various possible solutions, see Rönnedal (forthcoming).
First, the systems in this paper can be combined with temporal logic. In a quantified temporal alethic boulesic deontic system, it is possible to investigate ‘diachronistic’ rationality and the relationships between temporal, alethic, boulesic and deontic concepts. I am currently trying to develop a set of quantified temporal alethic boulesic deontic systems.

Second, there appears to be a close connection between the logic of wishing/not accepting and the logic of good/bad. Good and bad are usually strongly connected in formal systems to the logic of preference (see, for example, Chisholm and Sosa 1966; Lenzen 1983; and Hansson 1990). In future work, I hope that I will be able to combine boulesic logic with the logic of preference and construct a set of boulesic-preference systems. Such systems might be used to overcome some of the shortcomings with the kind of monadic systems that I have investigated in this paper. Systems of this kind might, for example, perhaps be used to solve the contrary-to-duty paradox.

No doubt there are other possible extensions, but these examples seem to me to be among the most interesting ones. I hope to return to these topics in future work.
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1. Introductory remarks

According to Paul Horwich’s minimalist theory of truth, the meaning of the truth predicate ‘is true’ is fixed by our underived acceptance of instances
of the equivalence schema, ‘The proposition that \( p \) is true if and only if \( p \).’ One important problem with this view is the so-called ‘normativity objection to minimalism.’ Many philosophers such as Michael Dummett (1959), Crispin Wright (1992), Hilary Putnam (1994a; 1994b), and Robert Brandom (1994) argue that our concept of truth is constitutively (or intrinsically) normative. On their views, we ought to speak and believe the truth, and so the concept of truth is to be understood in normative terms such as ‘what one ought to believe.’ But it seems that Horwich’s minimalism cannot capture this kind of evaluative character of truth. The reason is straightforward. Instances of ‘the proposition that \( p \) is true if and only if \( p \)’ merely tell us when beliefs possess the property of being true, and so these instances are completely silent on the question of whether its possession is desirable or valuable. Therefore, it seems that Horwich’s minimalism fails to capture the value of true beliefs (cf. Dummett 1959, 230–31; Brandom 1994, 17).

However, Horwich (2010; 2013) argues that his minimalist theory of truth is compatible with the value of truth. On his view, the concept of truth is not constitutively normative, but the value of true beliefs can be explained instead by the belief-truth norm that we ought to want our beliefs to be true, and the value of true beliefs expressed in this norm is a moral value. Many epistemologists take true beliefs as having a fundamental epistemic value rather than a moral value (see, e.g., Goldman 2001; Sosa 2001; Alston 2005; David 2014; Sylvan 2018). Thus, it is well worth examining whether true beliefs are indeed morally valuable.

I accept a deflationary theory of truth, according to which truth is too thin a concept to be constituted by any substantial norms (see Lee 2017). Thus, I agree with Horwich that the concept of truth is not constitutively normative. In this paper, however, I argue that the alleged value of true beliefs relevant to the normativity objection can be better explained in terms of epistemic normativity rather than moral normativity.

This paper proceeds as follows. In section 2, I introduce Horwich’s view that the value of true beliefs relevant to the normativity objection is moral. In section 3, I argue that the alleged value of true beliefs can be better explained in terms of epistemic normativity rather than moral normativity. Finally, in section 4, I address some possible objections that Horwich could raise against my alternative proposal.
2. Horwich’s defense for the value of truth as a moral value

As pointed out before, on Horwich’s minimalist theory of truth, the meaning of the truth predicate ‘is true’ is fixed by our underived acceptance of instances of the equivalence schema, ‘The proposition that \( p \) is true if and only if \( p \).’ On this deflationary conception of truth, there is complete cognitive equivalence between the left-hand side of the biconditional and its right-hand side, and there is nothing else to say about truth other than what the truth predicate does; and the truth predicate serves only as a device of generalization, semantic ascent, and certain other logical or expressive functions, and so truth is not a substantial concept. In particular, on Horwich’s view, the truth predicate is not an empirical predicate—such as ‘red,’ ‘tree,’ and ‘magnetic’—which expresses a substantial, naturalistic property, but rather a logical predicate which expresses a non-substantial, logical property, which has no underlying nature (see Horwich 1998, 37; 2010, 15, 21, 31, and n. 23; and 2013, 25-26). To put the point another way, truth is too thin a concept to have an underlying nature, and so it is not the kind of thing that is constituted by some substantial norms.

How, then, does Horwich explain the alleged value of true beliefs? Horwich in his 2010 book titled *Truth-Meaning-Reality* argues that true beliefs are desirable, not because truth is constitutively normative, but because true beliefs are not only practically valuable but also non-instrumentally valuable. In his 2013 paper titled ‘Belief-Truth Norms,’ however, Horwich gives up the view that the value of true beliefs is partly due to instrumental desirability. He writes:

First, it often happens that a person’s true belief leads him to a decision that turns out *badly*, and he would have been better off with a false one (e.g. the man who dies from an operation that he correctly thought had a 99 per cent chance of success). And second, there are certain kinds of belief that appear to have no potential for practical import. [...] [Furthermore] there are various kinds of belief that we can be pretty sure will have no instrumental/pragmatic significance whatsoever. Think of certain views in metaphysics (e.g. that there’s a plurality of concrete possible worlds), in esoteric areas of set theory (e.g. that every category
has an appropriate Yoneda embedding), or in normative domains (e.g. that lying is wrong). Surely there can be no pragmatic explanation of why we should want our beliefs in these domains to be true. Assuming this to be so, we must conclude that the kind of desirability at issue in our general ‘\textit{OUGHT}’ norm isn’t instrumental desirability. (Horwich 2013, 24)

What Horwich calls our general ‘\textit{OUGHT}’ norm is the following:

(‘\textit{OUGHT}’) We ought to want our beliefs to be true.

On his view, the value of true beliefs can be articulated by this norm, and the value of true beliefs expressed in this norm is moral; in other words, it is from a moral point of view that we ought to want our beliefs to be true. For example, he writes:

Respect for truth is commonly recognized as \textit{a virtue}. And this suggests that we regard the non-pragmatic value of truth as \textit{moral}—that is, it’s from a moral point of view that a person ought to want each of his beliefs to be true (including those whose truth could never promote the satisfaction of his desires). (Horwich 2013, 25)

And he continues to argue that the ‘\textit{OUGHT}’ norm is explanatorily fundamental, so that we cannot explain why it is true, although we can explain our commitment to this norm. Furthermore, he does not take this norm as an absolute norm. He writes:

‘\textit{OUGHT}’ does not aim to specify an \textit{all-things-considered} obligation for us to want our beliefs to be true, but merely states one of the normative pressures on our belief-oriented desires—a presumably \textit{epistemological} pressure. […] But the belief-truth ‘\textit{OUGHT}’-norm is not thereby falsified; it remains valid \textit{pro tem}, purporting to specify just one of the factors that bear on our overall appraisals. (Horwich 2013, 19)

In the remainder of this paper, however, I argue against Horwich’s view that the value of true beliefs relevant to the normativity objection is moral.
3. The alleged value of true beliefs and our respect for truth

On Horwich’s view, it is from a moral point of view that one ought to want one’s beliefs to be true, and so we can explain the value of true beliefs as a moral value expressed in this belief-truth ‘OUGHT’ norm. In this section, however, I argue that the alleged value of true beliefs relevant to the normativity objection can be better explained in terms of epistemic normativity rather than moral normativity.

First of all, all living animals need information about the world necessary for their survival; and they also have to do something in order to deal with some practical problem or other in their lives. We are no exception. Unlike mere animals, however, we are rational beings. On Kant’s view (1996), it is our conception of ourselves that we are rational beings who can engage in theoretical and/or practical reasoning in order to determine what to believe and/or what to do. What then is our distinctive way of obtaining information about the world as rational believers? We acquire information about the world in a way that is bound by the norms of theoretical reason (or epistemic norms). In other words, unlike mere animals, we are by nature such rational beings whose beliefs are bound by the norms of theoretical reason. For example, our beliefs are bound by modus ponens. Thus, if you believe not only that if \( p \) then \( q \) but also that \( p \), and if you care whether \( q \), then you ought to believe that \( q \). Of course, someone can believe in a way that violates some epistemic norm such as modus ponens. But unlike mere animals, such a person can be subject to rational criticism. In a similar way, we are rational beings whose actions are bound by the norms of practical reason (or practical norms) as well. For example, our actions are bound by the following means-end reasoning: if you ought to achieve end \( E \), and if doing \( A \) is a means implied by your achievement of \( E \), then you ought to do \( A \). Due to this distinctive rational nature of ours, we engage in theoretical and/or practical reasoning in order to determine what to believe and/or what to do.\(^1\)

Second, as pointed out before, on the deflationary view of truth, truth is too thin a concept to be constituted by any substantial norms, and so

\(^1\) For a detailed discussion and defense of this view, see (Lee 2018).
there are no substantial norms of truth on the basis of which we can evaluate a belief as true or false. Besides, we cannot step outside our conceptual framework to judge whether a belief is true. At this point, it is important to recognize that, as Kant (1996) insists, it is our conceptual framework that provides the norms, criteria, or rules for defending (or criticizing) any claim. Therefore, it is inevitable to address any demand for justification on the basis of our conceptual framework. In other words, we have no other way but to rely on our conceptual framework to justify something. Hence, we have no other way but to evaluate whether a belief is true on the basis of our norms of epistemic justification. To put it another way, when we evaluate whether a proposition ‘p’ is true, what we are really doing is to evaluate whether it is epistemically justified; and if it is epistemically justified, we can thereby assert (or believe) that it is true. In this regard, it is worth recalling the equivalence schema, according to which to say that p is equivalent to saying that ‘p’ is true. In short, we have no other way but to evaluate whether a belief is true on the basis of our norms (or standards) of epistemic justification.

Third, epistemic justification is different from moral justification. How then can we distinguish between the two? As pointed out before, we are rational beings who can engage in theoretical and/or practical reasoning in order to determine what to believe and/or what to do. When we try to determine what to believe by engaging in theoretical reasoning, we take the epistemic (or theoretical) point of view, which is concerned with having true beliefs (and avoiding false beliefs). At this point, it is important to note that from the deflationist point of view, ‘the claim that p is true’ and ‘it is a fact that p’ are equivalent ways of expressing the same thing. Thus, we may say that when we try to determine what to believe from the epistemic point of view, we are concerned with having beliefs which reflect how the world really is. By contrast, when we try to determine what to do by engaging in practical reasoning, we take a practical point of view, which is concerned with bringing about what is desired or desirable. For this reason, epistemic justification and moral justification (as a species of practical justification) are fundamentally different kinds of justification. For the former is concerned with having beliefs which reflect how the world really is, whereas the latter is concerned with bringing about what is morally desirable.
On the basis of the above considerations, we may also distinguish between epistemic and moral values in the following way. As previously argued, we have no other way but to evaluate whether a belief is true on the basis of our epistemic norms. And if we can assert that a belief is justified in this way, we can also assert that it is true. Moreover, if one holds a belief in a way that violates an epistemic norm, then one can be subject to rational criticism. Along these lines, we may argue that to evaluate a belief as epistemically justified is to evaluate it positively from the epistemic point of view, whereas to evaluate a belief as epistemically unjustified is to evaluate it negatively from the epistemic point of view. And to evaluate a belief positively from the epistemic point of view is tantamount to taking it as having a positive epistemic value (or as being epistemically valuable). Similar remarks apply to moral values.

To begin with, we have no other way but to evaluate whether a certain thing is morally good on the basis of some relevant moral norms (or standards). In this context, it is worth considering Kant’s famous claim that there is no moral goodness prior to and independent of the moral law. As he puts it, “the concept of good and evil must not be determined before the moral law [...] but only [...] after it and by means of it” (Kant 1996, 5:63). Therefore, when we evaluate whether a certain thing is morally good, what we are really doing is to evaluate whether it is morally justified on the basis of our moral norms; and if it is morally justified, we can thereby assert that it is morally good. In addition, to evaluate a thing as morally good (or justified) is to evaluate it positively from the moral point of view. This is, in turn, tantamount to taking it as having a positive moral value (or as being morally valuable). On the basis of these considerations, we can argue that epistemic and moral values are different kinds of values.

There is one more thing to note. We have no good reason to think that the alleged value of true beliefs is a moral value. In this regard, three things are worth emphasizing. First, when we evaluate whether a proposition ‘p’ is true, what we are really doing is to evaluate whether it is epistemically justified from the epistemic point of view, which is concerned with having beliefs which reflect how the world really is. By contrast, when we evaluate

---

2 For a detailed discussion and defense of this view, see (Lee 2018).
whether a thing is morally good, what we are really doing is to evaluate whether it is morally justified from the moral point of view, which is concerned with bringing about what is morally desirable. Second, a moral property is supposed to be a substantial property. By contrast, the deflationary view of truth denies that truth is a substantial property; besides, there are too many trivial and unimportant true propositions which are not worth caring about. Third, the alleged moral value of a true belief does not play any significant role in Horwich’s view except that it addresses the normativity objection to his minimalism.

If what I have argued so far are on the right track, there is no good reason to think that a true belief is morally valuable for its own sake; and the alleged value of true beliefs can be better explained in terms of epistemic normativity, namely that we ought to believe in accordance with our epistemic norms.

At this point, Horwich could retort that one’s respect for truth is commonly recognized as a moral virtue. As I will argue in the remainder of this section, however, there is a better way to explain our alleged respect for truth. As has been emphasized, truth is a deflationary concept, so that we have no other way but to evaluate whether a belief is true on the basis of our epistemic norms. Therefore, we ought to determine what to believe in accordance with our epistemic norms. And our concern for true (or justified) beliefs is manifested by the fact that we determine what to believe in accordance with our epistemic norms and we do revise a belief of ours if it turns out to be unjustified. Let me illustrate this point.

Suppose that a truly evil person possesses a lot of knowledge about the world. Suppose also that he really cares about seeking knowledge, because knowledge is necessary for doing morally bad things in a clever way. Thus, we can say that he really wants his beliefs to be true. In this regard, it is worth noting that it is one thing to possess knowledge, and it is quite another to make use of knowledge for getting what one wants or desires. Suppose further that his knowledge includes the cure for an epidemic disease from which a lot of people are suffering. But he does nothing to save those people because he has no desire whatsoever to help others. After all, he is a truly evil person. In this case, he is morally blameworthy, especially because he cannot excuse himself on the grounds that he does not know the
cure. And we could not regard him as displaying any moral virtue at all. Nonetheless, we could still regard him as displaying an epistemic virtue, because he really cares about seeking knowledge, and so he always holds beliefs in accordance with correct epistemic norms.

We can admit that we do care about having true beliefs. If what I have argued so far are correct, this is not because truth is morally valuable for its own sake. Our concern for true beliefs can be better understood in the following way. When we try to determine what to believe from the epistemic point of view, we are concerned with having true beliefs (that is, beliefs which reflect how the world really is). And we have no other way but to evaluate whether a belief is true on the basis of our epistemic norms. Thus, we (as rational believers) ought to believe in accordance with our epistemic norms. As a consequence, our concern for true (or justified) beliefs is manifested by the fact that we determine what to believe in accordance with our epistemic norms and we revise a belief of ours if it turns out to be unjustified.3

Here I do not mean to claim that my arguments in this section refute Horwich’s view. Nevertheless, if what I have argued so far are on the right track, then our alleged respect for true beliefs can be better explained in terms of epistemic normativity rather than moral normativity.

4. Possible objections

In this final section, let me address some possible objections that Horwich could raise against my alternative proposal.

3 Someone might motivate the claim that true beliefs are morally valuable in the following way. There are things which we morally ought to care about. And we need true beliefs to successfully deal with those things. Thus, we morally ought to care about having true beliefs. This line of argument is unavailable to Horwich, however. On this line of argument, true beliefs are valuable because they help us to bring about something else that is morally valuable, so that true beliefs are only instrumentally valuable. But there are many trivial true beliefs which have nothing to do with things which we morally ought to care about. More importantly, Horwich upholds the view that true beliefs are morally valuable for their own sake, rather than being instrumentally valuable.
In the previous section, I have argued that our concern for true beliefs is manifested by the fact that we determine what to believe in accordance with our norms of epistemic justification (henceforth, simply ‘justification’) and we revise a belief of ours if it turns out to be unjustified. Horwich has a different view on this matter, however. On his view, we should not tie our respect for true beliefs to our norms of justification. The first reason he gives is this. Imagine a community whose members deploy very different norms of justification from ours. The members of the community are convinced that their norms of justification promote true beliefs. And their concern for true beliefs is no less than ours. Unfortunately, however, their norms of justification are defective to the effect that most of their beliefs are not likely to be true. Even in such a case, it is from a moral point of view that they still ought to want their beliefs to be true. This line of thought suggests that their commitment to their norms of justification might not be best explained by their concern for true beliefs. And we could be in a similar situation as the members of this imagined community (see Horwich 2013, 28). As I will argue below, however, this kind of possibility does not pose a serious problem for the usual view that our concern for true beliefs is tied to our norms of justification.

Let us consider the aforementioned possibility that many of our norms of justification do not promote true beliefs, contrary to what we think. As argued in the previous section, we have no other way but to evaluate whether a belief is true on the basis of our norms of justification; if we can assert that it is justified in accordance with these norms, we can also assert that it is true; moreover, to evaluate a belief as justified is to evaluate it positively from the epistemic point of view, whereas to evaluate a belief as unjustified is to evaluate it negatively from the epistemic point of view. In addition to these, recall that when we try to determine what to believe from the epistemic point of view, we are concerned with having beliefs which reflect how the world really is. As a related point, recall also that from the deflationist point of view, ‘the claim that \( p \) is true’ and ‘it is a fact that \( p \)’ are equivalent ways of expressing the same thing. Accordingly, we should understand our epistemic aim of having true beliefs in a way that does not invoke a substantial concept of truth. One typical way of doing this is to understand our epistemic aim as that of determining, for any proposition
‘$p$,’ whether $p$. To put it another way, our epistemic aim is to determine what to believe in such a way that our beliefs reflect how the world really is. And we have no other (rational) way but to evaluate whether $p$ by evaluating whether ‘$p$’ is justified. Along these lines, we can argue that epistemic justification is directly tied to our epistemic point of view, which is concerned with having true beliefs.

One more thing to note is that we can, at least in principle, evaluate any given norm (or standard) of justification in terms of whether it promotes true beliefs. Our assessments of justification are relative to the evidence available to us, and some contrary evidence might be available only in the future. Thus, a belief which is currently taken to be justified could lose its positive justificatory status later by virtue of some future evidence to the contrary. In addition, in a similar way that our beliefs can be subject to rational criticism, our norms of justification can be subject to rational criticism as well. As noted, a belief can lose its positive justificatory status if some relevant contrary evidence becomes available to us. In a similar vein, a norm of justification can lose its positive justificatory status if we come to have overwhelming reasons to think that it does not promote true beliefs. For this reason, if we are given some compelling reasons to think that a certain epistemic norm of ours does not promote true beliefs, we should give up the norm; and if we come up with a better epistemic norm for having true beliefs (that is, beliefs which reflect how the world really is), we can adopt it as our new norm of justification for the sake of promoting true beliefs.

If the above considerations are on the right track, Horwich’s objection above does not pose a serious problem for the usual view that our concern for true beliefs is tied to our norms of justification.\(^4\)

---

\(^4\) Horwich (2010, Chapter 10, esp. 220-23) argues for what he calls the ‘no theory’ theory. On this theory, the correctness of our basic epistemic norms cannot be explained, roughly, for the following reason. We can explain less basic epistemic norms in terms of more basic ones. But we cannot repeat this process forever, and so, in the end, we are bound to reach the most basic epistemic norms, which are explanatorily fundamental; and we cannot explain the correctness of those truly-basic epistemic norms. It is beyond the scope of this paper to refute this theory. Thus, let me confine myself to briefly explaining why I do not accept it. As I have argued
But Horwich provides us with another reason against the usual view. He writes:

Still, it may be thought that someone’s concern for truth is revealed merely by there being some norms of justification that he respects. For the following explanation appears to hold no matter which particular constraint on belief is substituted for $C$:

S believes that imposing $C$ promotes truth.
S wants his belief to be true.
Therefore, S imposes $C$.

But I would suggest that this explanation is defective, in that its desire-for-truth premise is redundant. For the first premise alone suffices to reach the conclusion. In other words: if S thinks that constraint $C$ is truth-promoting, then we can already see why he imposes that constraint, without needing to assume, in addition, that he wants his beliefs to be true. [...] Thus it’s a reasonable conjecture that our commitment to our familiar collection of doxastic constraints is neither explained by, nor a manifestation of, our respect for the value of truth. (Horwich 2013, 28)

elsewhere (Lee 2019a; 2019b), we can avoid the aforementioned regress problem by appealing to a coherence theory of justification. On the foundationalist theories of justification, the infinite regress of justification is impossible, and so we must admit that there are basic beliefs, which constitute a free-standing body of beliefs in the sense that they can justify other beliefs, but they are justified without recourse to other beliefs. Along the lines of a coherence theory of justification, however, we can argue that there are no such things as basic beliefs. Notice that even alleged basic beliefs such as perceptual beliefs are not exempt from being rationally criticized. For any belief, if it turns out that it does not help us to promote our epistemic aim, it can be rejected for the sake of our epistemic aim. A similar point applies to epistemic norms. The criteria for accepting an epistemic norm are not fundamentally different from the criteria for accepting a belief about the world. Hence, if it turns out that a certain epistemic norm of ours does not promote our epistemic aim, then we can reject or revise it. Along these lines, we may argue that for any epistemic norm, we can evaluate whether or not it is justified in a coherentist way. For a detailed discussion and defense of this view, see (Lee 2019a; 2019b).
On Horwich’s view, if S believes that imposing constraint C promotes truth, then we can already see why he imposes C, without needing to assume the desire-for-truth premise. If S believes that imposing C promotes truth, then he will think and act in accordance with this belief. Admittedly, this role of the belief does not depend on the fact that S wants the belief to be true. However, a belief alone is not sufficient for generating an action. In this regard, it is important to recognize that imposing C is an action rather than a belief, and also that some relevant desire (or intention) is also required to generate an action. For example, if S wants a glass of water, and if he also believes that the clear liquid in the glass in front of him is water, then he will reach over to get the glass. If, however, S does not want a glass of water, we cannot expect that he will reach over to get the glass, even if he believes that the clear liquid in the glass is indeed water. A similar point applies to Horwich’s claim above. Suppose that S does not want to promote true beliefs. In this case, we cannot expect that S will impose C, even if S believes that imposing C promotes true beliefs. Thus, consider the following alternative explanation:

S ought to promote true beliefs. He can promote true beliefs only by imposing C. Therefore, S ought to impose C.

Suppose that S understands the validity of the above argument. Suppose also that he endorses its two premises. In this case, S will intend to promote true beliefs, and we can expect that he will impose C, because he believes that he can promote true beliefs only by imposing C. Thus, we can explain why S imposes C. Here notice that if S did not want to promote true beliefs in the first place, then he would not impose C, even if he believed that he can promote true beliefs only by imposing C. For this reason, S’s desire (or intention) to promote true beliefs is not redundant for the explanation of why he imposes C. In addition, as has been emphasized, we have no other way but to evaluate whether a belief is true on the basis of our norms of justification. Consequently, we are justified in asserting (or believing) that p only when we have adequate reasons for ‘p’; and if we can assert that p, then we can also assert that ‘p’ is true. Therefore, if we are justified in asserting that p, this is not because ‘p’ happens to be true, but rather because we have adequate reasons for ‘p’. And we can rationally promote true
beliefs only holding beliefs in accordance with our norms of justification. Moreover, we can express our concern for true beliefs by holding beliefs in this way. Hence, Horwich’s second objection above also does not pose a threat to the usual view that our concern for true beliefs is tied to our norms of justification.

Finally, let me briefly consider whether what I have argued so far can be affected by Horwich’s claim that the aforementioned belief-truth ‘OUGHT’ norm is not an absolute norm. On his view, the ‘OUGHT’ norm does not aim to specify an all-things-considered obligation, but instead it purports to specify just one contribution to the overall value of a belief. Consequently, the desirability of a true belief is not absolute, and so there can be circumstances in which a false belief is to be preferred on balance. Therefore, on Horwich’s view, despite the fact that ‘p’ is not true, it is possible that, all things considered, it is more valuable for S to believe that p than not to believe that p. To put it another way, a moral value for wanting one’s belief to be true can be overridden by some pragmatic value for holding the belief.

To begin with, Horwich’s claim that the ‘OUGHT’ norm is not an absolute norm is problematic. Let us assume, for the sake of argument, that the value of true beliefs expressed in the ‘OUGHT’ norm is moral, as Horwich insists. But moral values are presumably categorical values, which are valuable to each and every rational being, whereas pragmatic values are not categorical, because such values can vary from individual to individual. And it is widely accepted that moral values, which are categorical values, are not overridden by any pragmatic values, which are non-categorical values. Thus, Horwich owes us an explanation of why and how categorical values can be overridden by non-categorical values. The burden of proof in this case lies on his shoulders. In addition, if what I have argued in section 3 are on the right track, we have no good reason whatsoever to think that the value of true beliefs is moral, even if we grant that the ‘OUGHT’ norm is not an absolute norm. For one thing, moral values are presumably substantial values, whereas the deflationary view of truth denies that truth is a substantial property. In particular, Horwich holds the view that truth is a sort of logical property. Thus, he owes us an explanation of why and how such a logical property can be morally valuable. The burden of proof in this case lies on his shoulders as well.
5. Concluding remarks

On the normativity objection to minimalism, Horwich’s deflationary theory of truth fails to capture the value of truth. Horwich addresses this objection by arguing that truth is morally valuable for its own sake. If what I have argued in this paper are on the right track, however, we can better explain the alleged value of true beliefs (or our alleged respect for truth) in terms of epistemic normativity rather than moral normativity.

First, on the deflationary view of truth, truth is too thin a concept to be constituted by any substantial norms, and so there are no substantial norms of truth on the basis of which we can evaluate a belief as true or false. Thus, we have no other way but to evaluate whether a belief is true on the basis of the norms (or standards) of epistemic justification. To put it another way, when we evaluate whether a proposition ‘p’ is true, what we are really doing is to determine whether it is epistemically justified; and if it is epistemically justified, we can thereby assert (or believe) that it is true. In this regard, it is worth recalling the equivalence schema, according to which to say that $p$ is equivalent to saying that ‘$p$’ is true.

Second, epistemic justification and moral justification (as a species of practical justification) are fundamentally different kinds of justification. For the former is concerned with determining what to believe for having beliefs which reflect how the world really is, whereas the latter is concerned with determining what to do for bringing about what is morally desirable.

Third, we care about having true beliefs. But this is not because truth is morally valuable for its own sake. Our concern for true beliefs can be better understood in the following way. When we try to determine what to believe from the epistemic point of view, we are concerned with having true beliefs. And we have no other way but to evaluate whether a belief is true on the basis of our epistemic norms. Thus, we (as rational believers) ought to believe in accordance with our epistemic norms. As a consequence, our concern for true (or justified) beliefs is manifested by the fact that we determine what to believe in accordance with our epistemic norms and we revise a belief of ours if it turns out to be unjustified.

Fourth, we have no good reason to think that the alleged value of true beliefs is moral. In this regard, it is noteworthy that the alleged moral value
of true beliefs does not play any significant role in Horwich’s view except that it addresses the normativity objection to his minimalism.

Along these lines, contrary to what Horwich claims, we can argue that the alleged value of true beliefs can be better explained in terms of epistemic normativity rather than moral normativity.
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