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Abstract: The most common catchphrase of physicalism is: “every-
thing is physical”. According to Hempel’s Dilemma, however, physi-
calism is an ill-formed thesis because it can offer no account of the 
physics to which it refers: current physics will definitely be revised in 
the future, and we do not yet know the nature of future physics. The 
dilemma arises due to our difficulty to set the boundaries of the con-
cept ‘physical.’ In order to confront the dilemma, a physicalist must 
ensure that physics is not going to broaden itself artificially (or in 
some trivial way) to become complete—perhaps by adding non-re-
ductive mental entities to elementary physical theory, making it im-
possible to distinguish physicalism from dualism. I offer a solution to 
the dilemma which is a version of the ‘via negativa’ (standardly taken 
to be a stipulation that the physical not include the mental), albeit 
one that is specified and worked out in a distinctive way. My sug-
gested formulation of the physicalist hypothesis allows us to establish 
a refutation condition of physicalism. The refutation condition is gen-
eral and not only dualistic. Consequently, the physicalist can choose 
the second horn of the dilemma, and hold that physicalism is indeed 
refutable (and not a trivial thesis). 

Keywords: Completeness of physics; consciousness; dualism; Hempel’s 
Dilemma; physicalism; via negativa. 
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1. Introduction 

 One primary claim of physicalism is that physical theory guides us in 
answering the question “what does the world contain?” because, according 
to physicalism, everything is physical. Stated this way, the thesis of physi-
calism faces a dilemma, referred to in current literature as ‘Hempel’s Di-
lemma.’ The dilemma, which deals with the meaning of the concept ‘phys-
ical,’ arises because on the one hand contemporary physical theory is in-
complete, but on the other hand we know nothing about the character and 
properties of the future and supposedly complete physical theory. In other 
words, the question that a physicalist must ask herself, according to the 
dilemma, is this: which exact physical theory guides the physicalist’s ontol-
ogy? (Hempel 1966; Crane and Mellor 1990).  
 According to Hempel’s Dilemma, there are two ways to interpret the 
primary claim of physicalism, and both are troublesome: 

1. Physicalism is the thesis that the world contains only entities as-
sumed and defined by contemporary physics, and that these entities 
behave according to the laws of contemporary physical theory.  

2. Physicalism is the thesis that the world contains only entities that 
will be assumed and defined by future physics, and that these entities 
will behave according to the laws of future-and-complete physical 
theory. 

The first horn of the dilemma leads to a false thesis because contemporary 
physics is incomplete; at this point, physical theories do not enable us to 
provide a complete explanation of all that exists in the world. However, the 
second horn is also problematic because it ostensibly leads to a meaningless, 
irrefutable, or trivial thesis: we do not really know what we are committed to 
as physicalists because we do not know enough about future-and-complete 
physics. The advocate of Hempel’s Dilemma is concerned that to become 
complete, physical science might broaden its scope in different ways, perhaps 
by adding non-reductive mental entities to elementary physical theory and, 
consequently, we might not be able to distinguish physicalism from dualism. 
 Discussions regarding Hempel’s Dilemma are common in contemporary 
literature on physicalism and the mind-body problem [see for example 
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(Bokulich 2011); (Crook and Gillett 2001); (Dowell 2006); (Fiorese 2015); 
(Gillett and Witmer 2001); (Montero 2001); (Ney 2008); (Prelević 2017); 
(Prelević 2018); (Stoljar 2010); (Wilson 2006); (Worley 2006)]. The re-
sponses to the dilemma can be divided as follows:1 

1. “Currentism”: Taking the first horn of the dilemma while dismissing 
the claim that it makes physicalism a false thesis: some physicalists 
think that although contemporary physics is incomplete, it is reason-
able to assume that its main characteristics will remain more or less 
the same. For example, Lewis (1983/1999, 33–34) argues that the 
physical theory that guides ontology is an improved version of con-
temporary physics that is not exceptionally different from contem-
porary physics. Bokulich (2011) argues that our knowledge of current 
physics is sufficient for offering a physicalist ontology of the mind. 
According to Bokulich, we have solid scientific evidence that future 
physics will be irrelevant to the mind-body problem because mental 
processes are part of the well-understood domains of applicability of 
current physical theories.2 Vicente (2011) proposes to construe cur-
rent physics minimally according to the following assertions: some 
properties are conserved quantities, those quantities are possessed by 
bodies, and their distribution and exchange are mediated by forces. 
According to Vicente, the construal of current physics allows for  
an adequate definition of the physical with regard to Hempel’s Di-
lemma.  

2. “Futurism”: Taking the second horn of the dilemma while inserting 
a constraint on the formulation of physicalism: a popular sugges-
tion is to include in the formulation of physicalism the constraint 

                                                 
1  Prelević (2017; 2018) divides the strategies of dealing with Hempel’s Dilemma 
into three: defending currentism, defending futurism or trying to avoid the dilemma 
by claiming that physicalism is not a thesis. I agree with this general division but 
add a few more options for rejecting or avoiding the dilemma.  
2  Bokulich’s approach can be ascribed to a second option: that of choosing the 
first horn of the dilemma only about the mind-body problem. However, it is worth 
mentioning that physicalism is a general thesis, which is not limited to the mind-
body problem, even if that is the current focus in the literature.  

http://philpapers.org/s/Agustin%20Vicente
http://philpapers.org/s/Agustin%20Vicente
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“without fundamental mental properties in future-and-complete 
physics”. This solution ensures the possibility of distinguishing phys-
icalism from dualism in the future [see for example (Wilson 2006); 
(Worley 2006)]. According to Ney (2008), if non-reductive mental 
entities are included in future-and-complete physical theory, then the 
dualist will know that she had been right all along, and the physi-
calist will realize she had been wrong. Therefore, taking the second 
horn of the dilemma does not make physicalism irrefutable, despite 
the claim of the dilemma.3 

3. Avoiding the dilemma by defining the physical as non-mental (‘via 
negativa’): This solution proposes to render the term ‘mental’ as 
fundamental and to characterize the physical as ‘non-mental,’ i.e. 
defining the term ‘physical’ in a negative way [for more detail see 
(Crook and Gillett 2001); (Gillett and Witmer 2001); (Montero 2001); 
(Montero and Papineau 2005); (Wilson 2006); (Worley 2006)]. This 
suggestion has much in common with the previous one, and, indeed, 
the differences between the two solutions are rather subtle. The via 
negativa solution can be viewed as circumventing the dilemma because 
it avoids the need to link physicalism to any particular physical the-
ory. Hence, the dilemma becomes irrelevant. Fiorese (2015) argues 
in favor of the ‘via negativa,’ holding that either the via negativa is 
valid, or there is, indeed, no version of physicalism deserving of the 
name.4 Moreover, according to Prelević (2017), although this view 
was originally introduced as a version of futurism, it can also be in-
corporated into the hard-core of the physicalist research programme. 

4. Avoiding the dilemma by rejecting the claim that physicalism is a the-
sis: according to Prelević (2017), there are two strategies of avoiding 
the dilemma by arguing that physicalism is actually not a thesis: the 

                                                 
3  Ney (2008) also argues that physicalism could be better seen as an attitude in-
stead of an ontological thesis and, in this way, to avoid the problems derived from 
Hempel’s Dilemma. Ney’s suggested attitude is based upon a commitment to con-
strue one’s ontology according to what physics says exists [for a detailed discussion 
about this view see (Prelević 2017)].  
4  For a rather recent criticism of the so-called ‘via negativa,’ see (Vicente 2011).  

http://philpapers.org/s/Agustin%20Vicente
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attitudinal approach, according to which physicalism is a stance or 
an attitude, and the Lakatosian approach, according to which phys-
icalism is best understood as a research programme. If physicalism is 
not a thesis, it cannot be true, trivial or empty.  

5. Rejecting the dilemma: there are several strategies to reject the di-
lemma while still holding that physicalism is a thesis. For example, 
Dowell (2006) explains what makes a theory a physical one in terms 
of the hallmarks of scientific theories, and suggests tying physical-
ism’s ontological commitments to our best methods for justifying our 
beliefs about the natural world. This solution rules out some entities 
as falling within the extension of ‘the physical’ and thus gives ‘phys-
icalism’ more content than made apparent by discussions of the sec-
ond horn of Hempel’s Dilemma.5 Stoljar (2010) argues that the di-
lemma collapses because it has a third premise (which is almost al-
ways overlooked in the literature). The third premise encourages us 
to choose between the two horns of the dilemma. According to 
Stoljar, this third premise is mistakenly believed to be a logical truth, 
while in fact it is not a logical truth, but a substantive falsehood 
(Stoljar 2010, 105–6).6  

 Each of the proffered solutions is based upon the same basic premise: 
that empirical physical science will guide us in answering the ontological 
question of what is in the world. However, I believe that most advocates of 
Hempel’s Dilemma would not resolve the dilemma by reconciling the two 
horns, as this can be seeing as dodging. Moreover, most advocates of 
Hempel’s Dilemma also would not choose the first horn of the dilemma, no 
                                                 
5  Dowell’s view (Dowell 2006) can also be counted as a version of futurism. But 
I have defined futurism as taking the second horn of the dilemma while inserting 
a constraint on the formulation of physicalism. Dowell rejects inserting this con-
straint and, in fact, allows that postulating consciousness at the fundamental level 
would be in accordance with physicalism. Dowell’s view will be discussed further in 
Section 7.  
6  Stoljar is arguing this from some metaphysical considerations about a twin-phys-
ics world (Stoljar 2010, 77). In this sense, his view is different from the view of 
Dowell (2006), which is more empirically oriented. However, the difference in moti-
vation does not change the result: both views reject the dilemma.  
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matter how convincing the idea that current physics will not change signif-
icantly, particularly concerning the mind. Quite justifiably, most philoso-
phers will remain unconvinced in the face of the uncertainty of something 
empirical like physics. At the end of the nineteenth century, it seemed that 
humankind was close to resolving physical theory only to witness its radical 
change.  
 In a way, defining physicalism not as a thesis, but as an attitude or 
a research programme has many advantages [for a detailed discussion see 
(Prelević 2017, 2018)]. However, doing so weakens the core idea of physi-
calism because there is no doubt that physicalism is generally understood 
as a thesis (or a hypothesis) regarding the actual world. Thus, in this paper, 
I offer a solution to the dilemma that helps physicalism maintain the status 
of a thesis.  
 I believe that a more precise solution, related to the via negativa strat-
egy, exists in the empirical spirit of the solutions mentioned above. To an-
swer the advocate of Hempel’s Dilemma, I propose a clarification of the 
physicalist’s primary hypothesis in the context of the mind-body problem 
and in two other contexts as well (vitalism and emergence). First, in the 
next section, I briefly discuss physics’ pretense to completeness, which fur-
ther justifies the formulation I am about to suggest, together with its puta-
tive implications. In Section 3, I introduce my proposal. In Section 4, I es-
tablish a refutation condition of physicalism and argue that it allows us to 
choose the second horn of the dilemma without making physicalism irrefu-
table. In Section 5, I show that the refutation condition I offer can disarm 
the motivation of the advocate of Hempel’s Dilemma. In Section 6, I sketch 
briefly the putative implications of my solution. In Section 7, I emphasize 
why the way I confront the dilemma is a version of the via negativa, albeit 
one that is specified and worked out in a distinctive way. In Section 8, 
I offer concluding remarks.  

2. A note about physics’ pretense to completeness  

 A remark is needed regarding physics’ pretense to completeness. First, 
because it seems that this is the most successful argument in favor of phys-
icalism (Papineau 2001). Second, because this is the reason for designing 
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the physicalist’s hypothesis and its refutation condition that I intend to 
propose. 
 With regard to the completeness of physics, the point can be phrased in 
this way: we assume that in order to explain the behavior of billiard balls, 
tables, hurricanes, and any other parts of the world (objects and phenom-
ena) that do not involve mental aspects—we do not need mental laws (in 
addition to some complete physical theory). We also assume that the same 
condition applies in the context of explaining mental states; we do not need 
additional laws, over and above the laws of complete physical theory, to 
explain mental phenomena.  
 Of course, it is another question why (or whether) physics is required 
(in principle) to explain all there is. What is the source of this universally 
explanatory motivation? Can we not assume that physics explains some 
aspects of reality (say—objects like atoms, quarks, tables, and chairs) while 
accepting that physics (in principle) cannot explain some aspects of other 
objects (say—objects with a mental aspect, complex objects like organic 
cells, communities, and such)? This issue is related to ‘the causal closure 
principle of the physical domain’ (CCP), meaning that every physical event 
has a physical cause [see (Kim 2006); (Stoljar 2017)]. And so, if a behavior 
of a man (say reaching for a glass of water and drinking) is physical, then 
it has only physical causes, no matter how strong our intuitions tell us that 
this behavior also had mental causes (the “will” to drink, or the “feeling” 
of thirst). 6F

7  
 However, the justification for believing in CCP is not obvious. Is it 
a metaphysical principle (dealing with causality and determination), or is 
it an empirical hypothesis based on the laws of physics? While according to 
Papineau (2001) the belief in CCP is historically related to conservation 
laws,8 Montero (2006) rejects that conservation laws ground the CCP, and 

                                                 
7  A non-eliminativist physicalist will insist that the behavior did indeed have men-
tal causes because the mental is physical. Of course, there are no causes in addition 
to the physical causes. 
8  In physics, a conservation law states that a particular measurable property of an 
isolated physical system does not change as the system evolves. Laws that have been 
confirmed so far (i.e. never been violated) include conservation of mass-energy, con-
servation of linear momentum, conservation of angular momentum and conservation 
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Vicente (2006) tries to explain how the CCP could be made to follow from 
conservation laws using additional premises. On the other hand, Bishop 
(2006) argues that there is a hidden premise that must be added to the 
CCP for the causal argument to be sound. The hidden premise is as follows: 
‘the only efficacious states and causes are physical ones.’ But since it is 
indistinguishable from the conclusion of the CCP—the argument begs the 
question regarding physicalism. 
 Nevertheless, the pretense of physics to completeness can be phrased dif-
ferently. For example, if the “Theory of Everything” (the physical theory that 
would account for everything that there is) has been given to us (in some 
miraculous way), then the claim of the physicalist is: there is no extra fact in 
the world that is not derived from that theory.9 Kripke phrases physicalism’s 
claim in a similar way, though much more figuratively. According to Kripke, 
if physicalism is true, then when God created the world, God had only to fix 
the elementary particles and set the relationship between them, and every-
thing else occurred automatically (Kripke 1980, 153–54).  
 In this context, we can see the tight connection between the ideal phys-
ical theory, physics’ pretense to completeness, and the metaphysical thesis 
of physicalism. The physicalist thinks of mental states, in particular, and 
all other states, in general, as included in the complete physical theory 
about the world. Certainly, the thesis of physicalism regarding the mind-
body problem is not yet confirmed, because it is only a hypothesis:10 at the 
moment we do not possess a psycho-physical theory. However, even if phys-
icalism is a hypothesis, it still might be a highly-confirmed hypothesis. Be-
cause for physicalists who accept the causal closure argument as sound—it 

                                                 
of electric charge. Additional conservation laws have been confirmed empirically; 
however, the subject goes beyond the scope of this paper.  
9  See for example (Redhead 1996, 63–66) on the “theory of everything” as the 
Holy Grail of modern theoretical physics. The unification programme of fundamental 
physics will be discussed further in Section 4.  
10  One can ask whether this hypothesis is metaphysical or empirical. Typically, phys-
icalism is a metaphysical view of the nature of reality (or at least this is the way it is 
discussed within the mind-body literature). However, others think of physicalism more 
like an empirical hypothesis regarding the actual world [see (Spurrett 2017)]. 
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seems to provide good confirmation of physicalism even in the absence of 
a psycho-physical theory. 
 I want to emphasize that in this paper I have no intention of arguing in 
favor of physicalism. The aim of this paper is only to show that there is, in 
fact, a question of physicalism—thus the thesis of physicalism is not trivial. 
I argue that in the future, the thesis of physicalism might be discovered to 
be false. For this reason, I am not going to justify physics’ pretense to com-
pleteness or the CCP; for these subjects go beyond the scope of this paper 
and are indeed in controversy. However, in the context of the completeness 
of physics, it is worth noting that even in the many diverse branches of 
physics itself, were we to assume a successful reduction, the reduction would 
not necessarily be complete. One such branch is thermodynamics: we still 
cannot derive all thermodynamics laws and phenomena from classical sta-
tistical mechanics [for further details see (Hemmo and Shenker 2012)]. 
 And so, there are many arguments and discussions in the literature of 
the mind-body problem against the thesis of physicalism. Moreover, there 
are many other issues related to the field of philosophy of science in general 
that question whether physics can reach completion or can, in general, ex-
plain all there is (opponents include strong emergentists). However, the 
strength of Hempel’s Dilemma is its second horn, that physicalism is an 
empty doctrine and not refutable under any future conditions and circum-
stances. This claim, I will show, is wrong.  

3. The hypothesis of physicalism elucidated in the context  
of Hempel’s Dilemma 

 I will introduce my formulation of the hypothesis in the context of the 
mind-body problem while noting that physicalism is a general thesis and 
the hypothesis can be phrased in other contexts as well (for example, in the 
context of the relationship between physics and biology or physics and aes-
thetics). Of course, the consequences of Hempel’s Dilemma reach beyond 
the philosophy of the mind; if the dilemma is sound, it potentially invali-
dates physicalism as a thesis that is false or has no content at all. A crucial 
note is that this formulation by itself is not an answer to the dilemma, but 
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only the first step in the way to construct a refutation condition of physi-
calism (in the next section). 
 The hypothesis of physicalism from the mind-body point of view, based 
on the supervenience thesis,11 emerges out of two premises: 

1. Premise I: regarding the world—the macroscopic objects in the ac-
tual world can be divided into two sets: set a includes things without 
mental properties (for example tables, chairs, and even complex sys-
tems and phenomena, such as hurricanes or cells, as long as they do 
not possess any mental states) and set B includes things with mental 
properties (for example humans). These two sets exhaust the macro-
scopic objects that exist in the actual world. 

2. Premise II: regarding the future-and-complete physical theory—the 
laws of future-and-complete physics will be identical for both objects 
of set A and of set B.  

3. Therefore, physicalism’s primary hypothesis is as follows: the physi-
cal laws of a will (in principle) be sufficient in order to serve as 
a foundation for building psychological theories. Meaning: the phys-
ical laws that apply to objects in set a are sufficient to describe and 
explain the behavior and properties of objects in set B.12,13  

                                                 
11  Supervenience is a relation that is used to describe cases where the upper-level 
properties of a system are determined by its lower level properties. Most philosophers 
think of physicalism as a metaphysical thesis, and so it is usually understood to 
mean that everything logically (or metaphysically) supervenes upon the physical. 
Others believe the supervenience thesis with regard to physicalism is contingent 
because physicalism is simply an empirical hypothesis about the actual world. How-
ever, this observation is not crucial regarding my argument in this paper.  
12  Also, they will be sufficient for building the foundation of any other scientific 
theory, for example, thermodynamics, biology, geology, etc. 
13  This formulation is, in fact, compatible with epiphenomenalism. If mental 
properties are epiphenomenal, then it will be possible to describe and explain the 
behavior of objects in set B using physical laws, even though there will be some 
properties that are not physical. But there are a few reasons to think that epiphe-
nomenalism is not an option for the actual world. For example, Papineau (2016) 
argues that epiphenomenalism is not an attractive position, for it presents a very 
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 This formulation can be seen as a ‘via negativa’ way to characterize the 
physical domain; however, I emphasize that this is not the only way of 
dividing the macroscopic world in an exhaustive manner. One can use other 
sets of objects to divide the world in an exhaustive manner. Given the con-
text of the mind-body problem and physicalism, I present the first premise 
this way. From of a biological point of view, I would divide the objects in 
the world differently.  
 In fact, I propose to handle the advocate of Hempel’s Dilemma by relat-
ing the physical to the macroscopic objects and properties that physics is 
bound to account for, and not by rendering the term ‘mental’ as fundamen-
tal and by characterizing the physical as ‘non-mental.’ The recent tendency 
to focus on Hempel’s Dilemma as an issue for physicalism about the mind 
neglects the importance of vitalism and emergence for the history of physi-
calism as well as the thinking about how to distinguish the physical from 
the non-physical. At times, this focus makes the topic of physicalism seem 
needlessly parochial or narrow. For this reason, I suggest two additional 
ways of formulating the physicalist’s hypothesis: a vitalist and a strong 
emergence formulation.  
 The hypothesis of physicalism from a biological point of view, based on 
the supervenience thesis, emerges out of two premises: 

                                                 
odd kind of causal structure: “nature displays no other examples of such one-way 
causal intercourse between realms.” Moreover, there is an epistemological problem 
with epiphenomenalism: we cannot explain our knowledge about mental states if 
mental states are just epiphenomenal and have no effect on the world (Braddon-
Mitchell and Jackson 1996, 6–7). And, if mentality is not a basic structure of the 
world, but an evolutionary product (or by-product), it seems hard to explain from 
an evolutionary point of view the existence of properties that have no effect on us 
(Braddon-Mitchell and Jackson 1996, 6–7). Given these considerations, it seems 
reasonable to exclude the epiphenomenalism possibility about the actual world, or 
even just to prefer physicalism over epiphenomenalism. I am aware of the fact the 
one cannot be comfortable with an account that allows for the possibility of there 
being epiphenomenal non-physical properties. However, one should acknowledge 
that the possibility that something non-physical obeys physical laws is remote or 
directly nonsensical. For more detail about epiphenomenalism see (Robinson 
2015). 
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1. Premise I’: regarding the world—the macroscopic objects in the actual 
world can be divided into two sets: set A’ includes things without or-
ganic properties (for example tables, chairs, and even complex systems 
and phenomena, such as hurricanes, as long as they do not possess any 
organic properties) and set B’ includes things with organic properties 
(for example humans, amoebas, and bacteria). These two sets exhaust 
the macroscopic objects that exist in the actual world.  

2. Premise II’: regarding the future-and-complete physical theory—the 
laws of future-and-complete physics will be identical for both objects 
of set A’ and of set B’.  

3. Therefore, physicalism’s primary hypothesis is as follows: the physi-
cal laws of A’ will (in principle) be sufficient in order to serve as 
a foundation for building biological theories. Meaning: the physical 
laws that apply to objects in set A’ are sufficient to describe and 
explain the behavior and properties of the organic objects in set B’.14  

 The hypothesis of physicalism from an emergentist point of view,15 based 
on the supervenience thesis, emerges out of two premises: 

                                                 
14  This version of physicalism can be seen as similar to a venerable proposal by 
Meehl and Sellars (1956) that urged distinguishing a very broad and a more restric-
tive version of the ‘physical’ (the ‘1’ and ‘2’ are sub-scripts in the original): physi-
cal1—terms employed in a coherent and adequate descriptive, explanatory account 
of the spatiotemporal order; physical2—terms used in the formulation of principles 
which suffice in principle for the explanation and prediction of inorganic processes. 
Meehl and Sellars (1956) were also concerned with emergence and wanted to reject 
an argument that the doctrine is trivially false, arguing instead that it is coherent 
(and empirically false).  
15  According to Chalmers (2006), the term ‘emergence’ is used to express at least 
two different concepts: weak emergence and strong emergence. Weak emergent prop-
erties are (in principle) deducible from the low-level properties (perhaps in conjunc-
tion with knowledge of initial conditions) while strongly emergent phenomena are 
systematically determined by low-level facts without being deducible from those 
facts. Thus, strong emergence has much more radical consequences than weak emer-
gence: “Strong emergence, if it exists, can be used to reject the physicalist picture of 
the world as fundamentally incomplete. By contrast, weak emergence can be used to 
support the physicalist picture of the world by showing how all sorts of phenomena 
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1. Premise I’’: regarding the world—the macroscopic objects in the ac-
tual world can be divided into two sets: set A’’ includes things with-
out emergent properties (for example tables, chairs, and all objects 
that do not introduce emergent properties)16 and set B’’ includes 
things with emergent properties (for example hurricanes, humans, 
traffic jams, and communities). These two sets exhaust the macro-
scopic objects that exist in the actual world. 

2. Premise II’’: regarding the future-and-complete physical theory—the 
laws of future-and-complete physics will be identical for both objects 
of set A’’ and of set B’’.  

3. Therefore, physicalism’s primary hypothesis is as follows: the physi-
cal laws of A’’ will (in principle) be sufficient in order to serve as 
a foundation for building high level theories about emergent objects 
and phenomena in the world. Meaning: the physical laws that apply 
to objects in set A’’ are sufficient to describe and explain the behav-
ior and properties of the emergent objects and properties in set B’’.  

4. Establishing a refutation condition of physicalism and  
choosing the second horn of the dilemma  

 According to the aforementioned formulation of the physicalist’s claim, 
I will now explain why a physicalist can choose the second horn of Hempel’s 

                                                 
that might seem novel and irreducible at first sight can nevertheless be grounded in 
underlying simple laws.”  
16  It is worth noting that according to some views, tables and chairs can also be 
viewed as objects that introduce emergent properties [see for example (Teller 1992)]: 
the macroscopic properties of a table is much different from its microscopic proper-
ties. If we take the “naked” emergentist intuition to be that an emergent property 
of a whole somehow “transcends” the property of the parts—nearly all macroscopic 
scale objects would be “emergent”. If this is the view in our context, then the hy-
pothesis of the physicalist can be formulated slightly different, and divide the world 
into microscopic objects and macroscopic objects. However, I chose to construct the 
hypothesis as follows because most strong emergentist’s views would not consider 
tables as emergent in an interesting way [see also (Chalmers 2006).  
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Dilemma while rejecting the claim that it makes physicalism irrefutable. 
When looking at premise II, it becomes clear that if in the future premise 
II would be refuted, then physicalism would be refuted as well. The physi-
calist claims that the laws of physics govern the bodies and behavior of 
humans, and also govern the bodies and behavior of objects such as tables, 
chairs, billiard balls, and even more complex phenomena such as hurricanes 
or cells. This is the reason why the parts of the world in which mental states 
are present (objects of set B) are approximately governed by the laws of 
contemporary physics. If this hypothesis is to be refuted in the future, for 
instance, due to a division of physical laws between set A and set B, or 
between set A’ and set B’, or between set A’’ and set B’’—then physicalism 
is refuted. Now, because the dilemma asserts the falsehood or triviality of 
physicalism, in formulating the thesis as in the previous section, I maintain 
that the thesis of physicalism is not trivial at all. The thesis has meaning. 
It also seems that physicalism cannot be dismissed offhandedly as false (as 
according to the first horn of the dilemma) because formulated this way, 
the physicalist’s hypothesis provides stipulations for its confirmation as well 
as its refutation.  
 The refutation condition of physicalism can be formulated as follows:  

If the laws of complete physics are divided between two sets of objects 
that exhaust the macroscopic objects that exist in the actual world—
then physicalism is refuted.17  

                                                 
17  The two sets must be divided with respect to the macroscopic non-physical prop-
erties of the objects in the actual world (as in the three examples discussed in Section 
3) due to physics’ pretense to completeness (discussed in Section 2). Otherwise, we 
could divide the objects in the world between charged objects and uncharged ob-
jects: charged objects require the physics of electromagnetism, while uncharged ob-
jects require only Newtonian mechanics. But we would not consider this a refutation 
of physicalism. Physicalism is the claim that fundamental physics, in principle, can 
explain all there is in the actual world—even what seems to us in the macroscopic 
world as not physical (such as the mental, the biological, the moral, and the aes-
thetic). The question about the unification of physics itself is a different question, 
separate from the question raised by Hempel’s Dilemma (although interestingly re-
lated—see a brief discussion at the end of this section). For example, if physics dis-
covers that there are two physically different categories of physical entities—such as 
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 But in any other case that the laws of complete physics are not divided 
between any two sets of objects that exhaust the macroscopic objects that 
exist in the actual world—however strange and counterintuitive it may ap-
pear—we must admit that physics has succeeded to explain all there is in 
the world, and became complete in a non-trivial way.18 
 Let us consider the case that future-and-complete physics will assume 
special particles, say mental ones. According to the formulation I have pro-
posed, this category of particles poses no dilemma as long as the situation 
is consistent with the second premise. That is, if these “extra” fundamental 
entities or forces are required and assist not only in explaining psychological 
phenomena (objects in set B), but also in explaining billiard balls (objects 
in set A), then this is consistent with the supervenience of everything there 
is in the world upon physics. In this case, the existence of mental entities 
does not necessarily challenge physicalism.  
 Moreover, we can imagine a case in which supervenience is violated. For 
example, in the future, unique explanations, laws, or entities of physical 
theory may be needed to explain mental phenomena (objects in set B). 
More precisely, the existence of explanations, laws, or entities will be  
necessary in addition to the laws and entities that are sufficient to explain 
objects in set A. In this case, the physicalist’s hypothesis would be refuted, 
and physicalism will be proven false. 
 The same is true for the other sets as well: we can imagine a case in 
which supervenience is violated, not only from a dualistic point of view. For 
example, in the future, unique explanations, laws, or entities of physical 
                                                 
matter and anti-matter—we would not consider this a refutation of physicalism. The 
refutation condition helps us argue that physicalism is not a trivial thesis, and that 
the subject matter in the refutation condition is macroscopic objects and not funda-
mental physical entities.  
18  One can ask the following question: does this mean that, for all we now know, 
physicalism is false? After all, we seem to have a division between the physics of the 
micro and the physics of the macro. The answer is that this division is precisely one 
of the reasons (among others) demonstrating that contemporary physics is incom-
plete. Physics is uncomfortable with this division in its laws and tries to find a uni-
fied theory in order to resolve this division. And so, the answer to the question is 
negative: we know nothing about future and complete physics, and we cannot jump 
to conclusions regarding the falsity of physicalism based only on current physics.  
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theory may be needed to explain organic phenomena (objects in set B’). 
More precisely, the existence of explanations, laws, or entities will be nec-
essary in addition to the laws and entities that are sufficient to explain 
objects in set A’. In this case, the physicalist’s hypothesis would be refuted, 
and physicalism will be proven false. Supervenience can also be violated 
from an emergentist point of view. For example, in the future, unique expla-
nations, laws, or entities of physical theory may be needed to explain emer-
gent phenomena (objects in set B’’). More precisely, the existence of expla-
nations, laws, or entities will be necessary in addition to the laws and entities 
that are sufficient to explain objects in set A’’. In this case, the physicalist’s 
hypothesis would be refuted, and physicalism will be proven false. 
 My suggestion tackles the case in which a future unified physical theory 
is achieved in a trivial way. For instance, future and complete physics could 
simply be a conjunction of two theories: a physical theory and a psycholog-
ical theory / a physical theory and a biological theory / a physical theory 
and a theory regarding complex systems. If a physicalist, a dualist, a vital-
ist, or an emergentist would examine the alleged unified physical theory 
carefully, they would discover that the laws of “the final and complete phys-
ical theory” are divided between two sets (depending upon which point of 
view the division of sets was made) of objects and phenomena in the world.  
For example, there are a few allegedly fundamental laws of physics that 
explain the organic or mental parts of the world, but not the non-organic 
or non-mental parts of the world. Likewise, there are a few allegedly funda-
mental laws of physics that explain the emergent aspects of reality but not 
the non-emergent aspects of reality. If this is the case, the physicalist, du-
alist, vitalist or emergentist would know that the alleged unified physical 
theory is unified in a trivial way and physics is not truly complete. Hence, 
the physicalist hypothesis is refuted. 
 Those who think this proposal for examining future unified physical the-
ory is farfetched may consider that it is common in the literature to question 
the alleged successful unifications in theoretical physics achieved to date. 
In short, four basic physical forces exist in fundamental physics: electro-
magnetism, gravity, the strong nuclear force, and the weak nuclear force. 
Theoretical physics is attempting to produce a theory unifying these forces. 
Its aim is to demonstrate that there is only one fundamental force in the 
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universe. The first step in this unification programme has already been 
achieved: electromagnetism has been unified with the weak nuclear force in 
the electroweak theory. Next, the electroweak force is to be unified with the 
strong nuclear force by a grand unified theory (GUT). Finally, the GUT will 
be unified with gravity in a Theory of Everything [TOE; (Maudlin 1996)].  
 But philosophers and physicists dare to question this particular unifica-
tion programme. For example, Rescher (1999) claimed that combining the 
four fundamental forces is insufficient because the ‘Theory of Everything’ 
must be holistic, and not simply an aggregation of forces. According to 
Maudlin (1996), the image of this unification programme has become so 
pervasive as to rank almost as a dogma. Why assume that these four forces 
are to be unified other than for purely aesthetic reasons?  
 Furthermore, Maudlin (1996) demonstrated that the unification of the 
weak nuclear force and the electromagnetic force was forced on those who 
were primarily engaged in seeking an adequate theory of the weak force. In 
fact, some theorists (for example Richard Feynman) deny that the electro-
weak theory displays any real unification of electromagnetism and the weak 
force: “it is not that at some point we had theories of the electromagnetic, 
weak, strong, and gravitational forces separately, and now we have man-
aged to unify the first two. Rather, at some point, we recognized the exist-
ence of all four forces, and found that unification was needed to account for 
the weak force” (Maudlin 1996). 
 These examples show that even in the realm of fundamental physics we 
are asking questions regarding “real” and “holistic” unification, as opposed 
to just “aggregations” or “combinations”. My formulation of the physical-
ist’s hypothesis and its refutation condition is designed to answer similar 
considerations. One can see the resemblance between the point of view  
introduced in Hempel’s Dilemma and the skeptical point of view about uni-
fications in physics itself.  

5. Understand the dictation of the refutation condition 

 It seems that the advocate of Hempel’s Dilemma is familiar with physics’ 
pretense to completeness, and hence is troubled about the broadening of phys-
ics for the sake of its completion. Of course, most advocates of Hempel’s 



There IS a Question of Physicalism 559 

Organon F 26 (4) 2019: 542–571 

Dilemma are concerned about the addition of mental aspects to physics in 
order to explain the mental parts of the world. Advocates from other perspec-
tives can formulate similar dilemmas. For example, a hypothetical vitalist 
would state that physicalism is an ill-formed thesis: it is obvious that we do 
not yet have a complete physical explanation for every biological phenomenon 
(meaning that biology is still not fully reducible to physics), so it could be 
that for the sake of completeness, future physics will be expanded to include 
some non-reductive biological entities or forces. This makes physicalism, in 
the eye of this hypothetical vitalist, a false or unrefuted thesis.19  
 A more important point, perhaps, is that the physicalist can do nothing 
about it. The physicalist cannot set rules regarding the characteristics of 
the final entities and laws of physics. For this was the lesson physicalists 
learned from their predecessors: calling the thesis materialism was a mis-
take, resulting from the historical belief that physics deals only with matter. 
Today we know that the stuff of physics includes energies, forces, fields, 
and entities whose composition remains a mystery (particles, strings, mem-
branes, or perhaps something else). A physicalist who understands the de-
pendence of his thesis on the empirical content of physical science cannot 
characterize the nature of ultimate physical theory. To do so would be to 
ignore the end of materialism.  
 However, the physicalist can ensure that physicalism does not become 
a trivial thesis. One method for achieving this objective is to prohibit future 
splitting in the laws of physics between any two sets of objects that exhaust 
the macroscopic objects that exist in the actual world. For this reason, 
I constructed the physicalist’s hypothesis as presented in Section 3. If a di-
vision would occur between the laws that govern objects and properties 
from set B, and the laws that govern objects and properties from set A, 
then we could assume that the additional laws are not part of physics, 
but were added from outside of physical theory in order to explain the 

                                                 
19  This is just a hypothetical example—I do not imply a necessary connection be-
tween reductionism and Hempel’s Dilemma. One can argue for physicalism without 
having reductive explanations in hand, and it seems that if the argument of the 
dilemma is sound, then even having such reductions in hand would not allow one to 
claim that everything is physical. Hempel’s Dilemma seems to be quite independent 
of any worries about the (lack of) success of reduction to physics. 
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mental phenomena. If a division would occur between the laws that gov-
ern objects and properties from set B’, and the laws that govern objects 
and properties from set A’, then we could assume that the additional laws 
are not part of physics, but were added from outside of physical theory in 
order to explain the biological. And if a division would occur between the 
laws that govern objects and properties from set B’’, and the laws that 
govern objects and properties from set A’’, then we could assume that the 
additional laws are not part of physics, but were added from outside of 
physical theory in order to explain the emergent phenomena of the world. 
In each of these cases, the physicalist’s hypothesis would be refuted. Also, 
the dualist / vitalist / emergentist would be able to say that she was right 
all along because physics alone cannot explain the mental / organic / emer-
gent aspect of the world.  
 For any other case, such as that of mental entities (or laws) in physics, 
which are needed in order to address or explain objects and properties from 
set A and set B, the physicalist should not care at all. The same is true in 
the case of a „vital force“ in physics needed to address or explain objects 
and properties from set A’ and set B’. I argue that the physicalist should 
not care at all even if a new law is needed to address or explain objects and 
properties from set A’’ and set B’’. On the contrary, in the case of mental 
entities / vital force / emergence law, it could then be said that physics 
succeeded in uncovering the true structure of the world. For this is exactly 
what the physicalist assumes: it is the task of physics to discover the nature 
of the world and how that nature explains every manifestation in the world. 
This notion stems from understanding physicalism as a metaphysical hy-
pothesis that is related tightly to the actual world. The physicalist cannot 
veto the character and nature of the content of physics. This is the crucial 
point of the dilemma.  
 The constraint regarding the un-splitting of laws that govern the objects 
and properties in the world is not external to the thesis. More importantly: 
this constraint is general and does not focus only on the mental aspect. 
These two aspects of the un-splitting constraint are opposed to the con-
straint “without mental entities in future and complete physics.” My con-
straint is generated from within the thesis. The physicalist should not be 
concerned with physics’ articulation of the structure of the world. She 
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should care whether physics succeeds in uncovering that structure without 
being artificially completed by laws and entities.  

6. What should we learn from Hempel’s Dilemma?  

 I suppose most philosophers will still have difficulty accepting that phys-
icalism can be true even if the future-and-complete physical theory includes 
fundamental mental entities (whatever they may be), and even if these en-
tities meet the demands I introduced earlier (i.e. that those entities would 
be required for explaining phenomena and objects in both sets, A and B). 
Even the vast majority of physicalists may have difficulty accepting this 
idea. I realize how controversial this may sound: it can be argued that the 
notion of physicalism that I provide does not correspond to the use of the 
word ‘physicalism’ in the philosophical community (or at least in the way 
it is discussed within the mind-body literature). For typically, the physical-
ist rejects fundamental mentality.20 But the typical physicalist also rejects 
fundamental biology and more fundamental stuff that are not physical. This 
prompts the question: what does count as ‘physical’? And obviously, we 
have returned to the dilemma.  
 In any case, these proffered suggestions may be the real solutions to the 
dilemma, stemming from the elucidated hypothesis of physicalism and its 
refutation condition. However controversial, as physicalists we must note 
that the possibility that future and complete physics will contain “mental” 
entities, or “emergent” laws, or “vital” forces (whatever the meaning of 
these expressions may be in the future) is negligible. Nevertheless, the point 
is that being physicalists, we cannot a-priori rule out these possibilities 
completely. As argued by Spurrett (2017): “The fact of revision and revo-
lution in the history of science, and the undoubted provisionality and in-
completeness of science as we have it, do indeed tell against simply letting 
current science determine what the physical (or material) is for philosophical 
purposes.” In my opinion, the crucial point is the physicalist’s commitment 

                                                 
20  Prelević (2018) discussed the concern that postulating consciousness at the fun-
damental level is not in accordance with standard classifications in the history of 
philosophy (for further discussion see Section 7).  
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to physics, derived from the understanding of the motivation for being 
a physicalist and the point-of-view introduced in the dilemma. 
 We may want to think about the following question: is the purpose of the 
project to provide a notion of physicalism that makes sense of the debate and 
clarifies what philosophers have in mind when they are saying ‘physicalism,’ 
or is it more like a normative project, providing this notion of physicalism as 
the one that we should use? I see myself as a physicalist from naturalistic-
empirical arguments. But the dilemma regarding the notion of the word 
‘physical’ and its boundaries has always troubled me. I am obviously not of-
fering here a solution to the question “what physics is meant?” but that is 
exactly because of the empirical nature of science and physics. 
 Either way, from a physicalist point of view, how can we set boundaries 
to the notion physical and still hold that “everything is physical”? After all, 
if everything is physical, then the line between physics and chemistry is 
only an arbitrary convention that can be moved according to our needs (or, 
the line was set by us this way because of our physical brains that make us 
see the world divided in such and such manner), as is the line between 
chemistry and biology, and so on. From this point of view, the project of 
capturing the notion ‘physical’ is paradoxical in its essence and is bound to 
fail. Trying to capture an empirical notion such as ‘physical’ contradicts 
the essence of the empirical sciences.  

7. A note regarding the other solutions to Hempel’s Dilemma 

 Dowell (2006) and Vicente (2011) criticize the use of via negativa, main-
taining that it is unnecessary to include the mental in the definition of the 
physical out of skepticism regarding a priori truths in general. I agree with 
this view. My use of the via negativa in the physicalist’s hypothesis is only 
partial. I divided the world into two sets of objects, set a containing objects 
that do not possess mental properties, and set B containing objects that do 
possess mental properties. While this initial step is, in and of itself, use of 
via negativa, one should continue and elucidate the physicalist’s hypothesis 
to answer the dilemma. In other words: one should use the refutation con-
dition of physicalism. As noted above, it is obvious that the dilemma can 
be articulated from other points of view. If the vitalist would ask “what is 
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physical?” and the answer would be via negativa, “not biological”, this 
surely is not a sufficient solution. If the physical is not mental, and not 
biological, and not aesthetic, and not moral, and so on—then what is the 
physical? Apparently, we are left with the answer: “the physical is physi-
cal”… and our dilemma remains unresolved. The crucial point is this: my 
suggested construction of the physicalist’s hypothesis is only a pragmatic 
step in the purpose of formulating a refutation condition of physicalism.  
 Furthermore, setting aside what to classify as the ‘via negative,’ it is 
worth noting that before that term became current, some had urged prag-
matic flexibility about what to exclude from the physical. Spurrett and 
Papineau (1999) took an overtly pragmatic line, saying “[which] complete-
ness thesis you ought to be interested in thus depends on the purpose to 
which you want to put the causal argument.” (A ‘completeness thesis’ refers 
to a causal closure principle.) In later work, Papineau (2001) also urged 
flexibility about how to apply the ‘ideal physics as long as it does not in-
clude X’ template, saying: „The same point applies if we want to apply the 
causal argument to chemical, or biological, or economic states. As long as 
we can be confident that all non-chemical effects are fully caused by non-
chemical (non-biological/non-economic…) states, then we can conclude that 
all chemical (biological/economic…) states must be identical with something 
non-chemical (non-biological/non-economic…).”21 
 However, the line suggested in (Spurrett and Papineau 1999) and in 
Papineau’s (2001) more pragmatic remarks, is not how most philosophers 
understand the ‘via negative.’ Hence, my offer, rather than being radically 
new, picks up a neglected line of thought and shows how it has traction in 
the contemporary literature on Hempel’s Dilemma. 
 On a related point, it is worth noting a slightly obscure form of vitalism 
associated with Walter Elsasser (1958; 1962), according to which the laws 
of ‘physics’ (the science of the inanimate) were special cases of the laws of 
the animate. However, Elsasser was not a pan-psychist, although he may in 
some sense have been a pan-biologist or pan-vitalist. His relevance here is 
that his view suggests a different set of solutions for the template developed 
in this paper about laws and objects. Elsasser thought that there was  

                                                 
21  I thank an anonymous referee for this line of thought.  
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a complete science of all objects and that it had ‘biotonic’ laws. But it was 
not ‘physics,’ and he rejected what he called ‘materialism.’22 The trivial 
physicalist betting on future/ideal physics would, it seems, attach the label 
‘physical’ onto the ‘biotonic’ laws. The non-mentalist proponent of the ‘via 
negativa’ would, perhaps, do so as well. However, it is not clear that 
Papineau (2001) would want to follow suit, and I believe it is clear he would 
say that in an Elsasser world, physics is not complete. However, in my 
opinion, and according to the formulation and the refutation condition 
I have offered for physicalism—it is possible that an Elsasser world is 
a world compatible with the physicalist hypothesis.  
 As for both Ney’s (2008) solution and the suggestion to include some 
constraints in the future and complete physical theory, I have shown that 
there is a possibility that physicalism actually permits such “mental stuff” 
(or “vital stuff,” or any other stuff) in fundamental physics, as long as such 
inclusion is consistent with the physicalist’s hypothesis. Hence, it seems that 
there could be a hypothetical case in which both physicalist and dualist 
would be saying that they had been right all along. They would both be 
right, in a way. The physicalist would have been right when claiming that 
physics will uncover the true nature of the world and that all ‘God’ had to 
do was to create the entities and laws, and everything else would come into 
existence automatically. The dualist (or panpsychist) would also have been 
right since mentality is in the fundamental stuff of the world.23  
 Dowell (2006) regarded the physical not as metaphysical but as meth-
odologically empirical. Dowell suggested tying physicalism’s ontological 
commitments to our best methods for justifying our beliefs about the natu-
ral world: TOE should be a theory with the hallmarks of scientific theories. 

                                                 
22  For more about Elsasser’s view see (Bronowski 1970) and (Gatherer 2008).  
23  I admit that this suggestion raises concern: maybe the mental is fundamental, 
for example in the form of panpsychism. Then it would not be true that we need 
a separate set of laws to govern the mental and the physical and, in my view, phys-
icalism would not be refuted. I suggest that this is a bullet that we might have to 
bite. It is not for us to decide, a priori, what physics will end up looking like, or 
what the world will turn out to be. It is certainly true that we cannot say, a priori, 
what physics will contain. And one does not want this to turn into a mere verbal 
dispute about the use of the term “physical.” 
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Dowell (2006) also opted for a future physical theory that postulates con-
sciousness at a fundamental level in accordance with physicalism, without 
making this view trivial or empty. Prelević (2018) discussed the concern 
that postulating consciousness at the fundamental level is not in accordance 
with standard classifications in the history of philosophy and, in fact, may 
allow classifying philosophers like Descartes, Leibniz and perhaps Chalmers 
as physicalists, which seems implausible. However, I believe the refutation 
condition I offer may help clarify this concern. Although I agree with Dow-
ell, I believe that, in a way, my view expands Dowell’s view by providing 
a refutation condition of physicalism that does not require a strict notion 
of the physical that opposes the empirical essence of physics. Furthermore, 
using my refutation condition, not all future TOEs postulating conscious-
ness at the fundamental level will be in accordance with physicalism—even 
if they have the hallmarks of scientific theories. In this respect, my view is 
distinguished from the view of Dowell (2006). 
 Of course, if at the end of physics we find ourselves considering the 
“Theory of Everything” from the dualist point of view, and use my refuta-
tion condition to ensure that the unification is not trivial, there will be an 
inherent risk. Emergentists about complex entities will then classify as phys-
icalists, for if hurricanes and cells make it into set A, then no matter what 
view you have about them, your view will ipso facto count as physicalist. 
The same risk is inherent for some vitalists, for if viruses and bacteria be-
come part of set A, then no matter what view you have about them, your 
view will ipso facto count as physicalism. 
 My answer to this quandary is this: it is possible that as soon as we have 
the TOE, we will need to start using my refutation condition from several 
points of view to ensure that the unification was not achieved in some trivial 
way. We will have to examine carefully the laws of the final physical theory 
by dividing the world into various sets (such as set A’ and B’, and A’’ and 
B’’)24 to ensure that the laws of physics are not divided. We might find, for 
example, that physics has succeeded in explaining mentality but failed to 
explain other complex entities. In that imaginary scenario, although (per-
haps) there will be no fundamental mentality in physics, we will still be 
                                                 
24  There can be many other possible sets in future science of which we are unable 
to conceive at this point in time.  
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able to argue (using my refutation condition) that physicalism is false from 
an emergentist’s point of view.  
 A good example of a new point of view is Integrated Information Theory 
(IIT), one of today’s most influential theories regarding consciousness. Ap-
plying my refutation condition of physicalism to the case of IIT can be 
helpful in comparing the approach in my paper to other prominent solutions 
to the dilemma.25 According to IIT, consciousness is integrated information, 
meaning that the quantity of consciousness corresponds to the amount of 
integrated information generated by a complex of elements, and the quality 
of experience is specified by the set of informational relationships generated 
within that complex (Tononi 2008). This theory has ontological conse-
quences: according to IIT, integrated information exists as a fundamental 
quantity—as fundamental as mass, charge, or energy. Since consciousness 
is the same thing as integrated information, IIT argues that consciousness 
itself is a fundamental property (Tononi 2008). So, concerning Hempel’s 
Dilemma, is IIT compatible with physicalism? Alternatively, in the event 
that we acquire empirical justification for IIT in the future, we will conclude 
that physicalism is a false thesis?  
 It seems that according to the via negativa we can answer immediately, 
even without waiting for empirical justification: since according to the via 
negativa we define the physical as non-mental, if we find out that indeed 
the physical can also be mental in some cases (i.e., integrated information), 
then physicalism is false. But when applying my refutation condition to this 
particular case, the answer is not so straightforward. For in the case of IIT, 
we can imagine a situation in which supervenience is violated. For example, 
in the future, unique explanations, laws, or entities of physical theory may 
be needed to explain computational properties or computational phenom-
ena. More precisely, explanations, laws, or entities will be necessary in ad-
dition to the laws and entities that are sufficient to explain objects without 
computational properties. Of course, the opposite case is also possible: let 
us consider the case that future-and-complete physics will assume laws re-
garding these so-called fundamental integrated information properties 
                                                 
25  It would also be interesting to apply my refutation condition of physicalism to 
some dualistic interpretation of quantum mechanics [for example see (Barrett 2006)]. 
However, this is beyond the scope of the current paper.  
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(whatever they will be). According to the formulation I have proposed, this 
category of fundamental laws and properties poses no dilemma, if these 
„extra“ fundamental entities / forces / laws / properties are required and 
assist not just in explaining brains and computers, but also in explaining 
tables, chairs, and rocks, then this is consistent with the supervenience of 
everything there is in the world upon physics. In this case, the existence of 
integrated information properties in the fundamental level of the world does 
not necessarily challenge physicalism.  
 Developing this example is beyond the scope of the current paper. Nev-
ertheless, this example of IIT emphasized the point that the other solutions 
to the dilemma (such as the via negativa and futurism) are quick in judging 
a-priori what we should find in the fundamental level and what we should 
not while ignoring the empirical characteristics of physics itself. I believe 
that my solution leaves both options open while not avoiding the problem 
or ignoring the possibility that future physics will be entirely different than 
we can imagine.  

8. Conclusion  

 This paper joins the ongoing argument over how best to respond to 
what has become known as ‘Hempel’s Dilemma,’ the choice facing physi-
calists over whether, when they say “everything is physical” they mean 
current physics or ideal/future physics. I defend a version of the respond-
ents saying that the ‘future/ideal’ physics option can be selected without 
the consequence of making physicalism trivial. The triviality consequence 
is avoided because of the inclusion of a ‘refutation condition.’ This refuta-
tion condition is a version of the ‘via negativa’ (standardly taken to be 
a stipulation that the physical not include the mental), albeit one that is 
specified and worked out in a distinctive way. Thus, the solution offered 
here can be described as a new member of an established family of strate-
gies: picking up a neglected line of thought and showing how it has traction 
in the contemporary literature on Hempel’s Dilemma. 
 Hempel’s Dilemma arises due to the most common catchphrase of phys-
icalism “everything is physical,” and our difficulty stabilizing the extension 
of the concept physical. It seems that the advocate of Hempel’s Dilemma is 
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concerned that physics will broaden itself artificially to become complete. 
Thus, the dilemma is not about distrust of physicalism. The dilemma pre-
sents a concern about not trusting physics. Moreover, the physicalist is pow-
erless to prevent physics from artificially broadening for the sake of becom-
ing complete. 
 I have suggested that in order to confront the dilemma, we must first 
clarify the physicalist’s hypothesis, thereby dismissing ambiguous definitions. 
What the physicalist can do is to ensure that physicalism is not a trivial thesis 
by strengthening the physicalist’s hypothesis to address the concern raised by 
Hempel’s Dilemma. The hypothesis suggested is that in future and complete 
physics there will be no splitting in the laws between the set of objects pos-
sessing mental properties and the set of objects not possessing mental prop-
erties (or any other two sets according to which we choose to divide the 
objects in the world). If a splitting took place, both dualist (or any other 
opponent to physicalism) and physicalist would know that physics has failed 
in its attempt to become complete and that physicalism is refuted.  
 My approach differs from others not only because of its suggested refu-
tation condition for physicalism but also through its direct attention to 
vitalism and emergence. The recent tendency to focus on Hempel’s Dilemma 
as an issue for physicalism about the mind neglects the importance of vital-
ism and emergence for the history of physicalism and for thinking about 
how to distinguish the physical from the non-physical.  
 By providing a more accurate answer to Hempel’s Dilemma—a general 
refutation condition of physicalism—I bring to light the understanding 
about that to which the physicalist is committed. Even if this commitment 
is but a fraction more than what appears in the dilemma, it would be suf-
ficient to show that physicalism is not a trivial thesis. In other words: there 
IS a question of physicalism.  
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Abstract: The idea that natural languages are shared by speakers 
within linguistic communities is often taken for granted. Several phi-
losophers even take the notion of shared language as fundamental 
and that allows them to use it in further explanations. However, to 
justify the claim that speakers share a language, it should be possible 
to demarcate the shared language somehow. In this paper, I discuss: 
A) the explanatory role which the notion of shared language can play, 
and B) a strategy for demarcating shared languages from within the 
linguistic production of speakers. The aim of this paper is to show 
that the indeterminate nature of meaning in natural languages prob-
lematizes the intuitive idea of natural languages as shared. 

Keywords: Communitarism; indeterminacy of meaning; metaseman-
tics; pragmatics; shared language. 

1. Introduction 

 We often take the notion of shared language for granted. We talk about 
English-speaking countries or German grammar and at the New Year we 
resolve to improve our Spanish or to learn yet another language. To see 
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a natural language as something what we can (and do) share with other 
speakers is very intuitive for lay persons as well as for philosophers. 
 In this paper, I use the label ‘communitarism’ for those philosophical 
approaches to natural languages that take the notion of shared language as 
fundamental. For example, Lewis (1969), Brandom (1994, 2000), and Pere-
grin (2014a, 2014b) argue that a shared language is an outcome of some 
intra-group processes and Borg (2004) argues that the sharing of natural 
languages is an outcome of innate language modules.1 In general, proponents 
of communitarism believe that natural languages are shared in a sense that 
members of a community share one set of meaningful expressions and syn-
tactic rules and that speakers play an important role in maintaining shared 
languages by using them in communication. 
 However, as Davidson (1986, 1994) noted, if we look at how communi-
cation works, we can notice that the way we use sentences or expressions is 
not always in accordance with their pre-learnt, and thus shared, meanings. 
In other words, the linguistic production of speakers exhibits variability. 
This variability is caused by the fact that what a speaker means by uttering 
a sentence depends partially on her general knowledge and beliefs as well 
as on the broader circumstances of the conversation in which the sentence 
is uttered. 
 Many communitarists admit that the notion of shared language alone 
does not suffice to explain what makes communication successful. Because 
of that Lewis (1969, 1979) and Brandom (1994, 2000) stick to the notion of 
scorekeeping in language games, and Borg (2004) sticks to the distinction 
between semantic and pragmatic features of natural language processing. 
 However, if communication includes processes beyond the simple appli-
cation of a shared language, the question arises what criteria of individua-
tion should be used for the demarcation of shared languages from within 
the variable linguistic production of speakers. If communitarists believe that 
speakers within a community share a language and maintain it over time, 
then it should be possible to track and demarcate the shared language (the 
shared set of meaningful expressions and syntactic rules) from their linguis-
tic production. 
                                                 
1  Other philosophers, such as Dummett (1986, 1994) or Weiss (2010), use the 
notion of shared language as an important part of their argumentation. 
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 In this paper, I discuss one of the most influential strategies which com-
munitarists can adopt to demarcate shared languages—the strategy for co-
herently maintaining the intuitive idea of natural languages as shared and 
the idea that the linguistic production of speakers exhibits variability. In 
short, a communitarist can claim that not all the aspects of the linguistic 
production of speakers are relevant for demarcating what the shared lan-
guage of a community is.2 One way to distinguish between relevant and 
irrelevant aspects of linguistic production is to stick to some version of se-
mantic-pragmatic distinction. In this paper, I discuss the currently predom-
inant version of this distinction—minimal semantics as advocated by Borg 
(2004, 2012). 
 The aim of this paper is to show that the strategy faces serious problems. 
The problems lie in the fact that the meanings of expressions in natural 
languages are indeterminate, as well as in its two-step model of communi-
cation and understanding, which is currently criticized on empirical grounds 
(Cosentino et al. 2017). 
 In the first part of the paper, I will discuss why a coherent view of 
natural languages should take into consideration the linguistic production 
of speakers, as well as how the variability of linguistic production challenges 
the intuitive idea of natural languages as shared. In the second part of the 
paper, I will present the strategy mentioned above in detail. 
 I believe that the intuitive idea of natural languages as shared is so 
pervasive that it is often accepted without explicit reflection. Nevertheless, 
the aim of the paper is not to argue that we should abandon the notion of 
shared language, but to point out weaknesses of the strategy for the demar-
cation of shared languages and to open up a discussion about future im-
provement. Any alternative to communitarism currently under discussion 

                                                 
2  In some sense, we can say that the strategy is an allusion to Chomsky (1965) 
and his distinction between competence and performance, because only some perfor-
mances (actual acts of uttering a sentence) are acceptable as relevant data for the 
demarcation of shared languages. Note that the competence-performance distinction 
has been heavily criticized (Labov 1971, 468; Noonan 1999, 21) for its arbitrary 
preference of some data over others. Thus, if communitarists rely on the restrictions 
on “performance,” then similar objections should apply to them as well. 
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brings more problems than solutions and their prospects for providing a co-
herent view of natural languages are, at least for now, poor.3 

2. Common ground 

 I start from a simple assumption: any philosophical account of natural 
languages should take into consideration how speakers understand expres-
sions and sentences and, subsequently, how they use them in communica-
tion. The linguistic production of speakers, as an outcome of their compe-
tence, should be of some relevance for any philosophical explanation of nat-
ural languages simply because natural languages are those languages which 
developed naturally within communities of speakers and are used by those 
speakers in communication. 
 On the other hand, it also sounds intuitively acceptable that linguists, 
semanticists, or philosophers of language should abstract from the actual 
linguistic practices of speakers when providing explanations of how natural 
languages work. There are many reasons for abstracting—including the de-
fectiveness and sloppiness of the actual linguistic production of ordinary 
speakers. Despite that, abstractions cannot be completely arbitrary. There 
must be some connection between the results of abstractions and the lin-
guistic production of speakers. Otherwise there would be no justification 
that those results fit a particular natural language.4 In other words, there 

                                                 
3  Semantic holism as a version of an individualistic approach based on the notion 
of idiolects is an alternative (Rapaport 2000, 2003; Pollock 2014). See (Drobňák 
2018) for a discussion of why Quine (1960) is a proponent of an approach which 
relies on the notion of idiolects as well. Another alternative could be Ludlow (2014) 
and his idea of microlanguages. 
4  Such a result of an abstraction can be, for example, a semantic model of a lan-
guage. A semantic model represents a natural language by means of a formal lan-
guage. Formal languages abstract from natural languages by interpreting (hidden) 
structures of sentences of a natural language as precise and well-defined structures 
of a formal language. I believe that formalization of natural languages can help us 
to recognize some reasons for the variability of linguistic production, e.g. to recognize 
specific syntactic features of indexical expressions. But it does not take into account 
many other reasons, e.g. the role of the intentions of speakers in the variability of 
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must be some criteria of individuation for shared languages which tell us 
how to abstract from the linguistic production of speakers. 
 Because of that, the idea that linguists, semanticists, or philosophers 
of language abstract from some aspects of the linguistic production of 
speakers sounds more reasonable. The question of which aspects are rele-
vant and which should be overlooked is then decided by criteria of indi-
viduation. In such a case, the actual linguistic production of speakers is 
considered to be a reliable source of data about natural languages, but we 
are finical in delimiting which aspects of the linguistic production count 
as a reliable source. 
 To sum up, any coherent view of natural languages should somehow 
reflect upon the actual linguistic practice; otherwise it is not clear what 
makes it about a natural language. In particular, since the actual linguistic 
production is performed by speakers in communication, any coherent view 
of natural languages should be able to give compatible answers to three 
questions: 

a) What natural languages are? 

b) What role particular speakers have in maintaining meaningful ex-
pressions in natural languages? 

c) How communication relates to the previous questions? 

2.1. The challenge 

 The biggest challenge in providing the answers for a), b), and c) is that 
the traditional and very intuitive idea of language does not fit very well 
with the way in which communication works.  
 The traditional view in semantics or philosophy of language is that lan-
guage is a set of meaningful expressions and syntactic rules. Such a view of 
language is implied if the principle of compositionality is accepted. Standard 
approaches that aim at delivering semantic models of languages assume that 
the meanings of words and syntactic rules are sufficient for composing the 
meanings of sentences (usually understood as truth conditions). The lexicon 

                                                 
their linguistic production. The idea will be further discussed in Section 3 under the 
label of syntactically-triggered context sensitivity. 
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of a language, i.e. the set of meaningful expressions, serves as a stock of 
building blocks for compositionality. If I learn the meaning of an expression, 
I can use it (together with other expressions and syntactic rules) to com-
pose what is basically an infinite number of sentences. The role of expres-
sions as building blocks for compositionality is facilitated by the fact that 
the majority of expressions have determinate and context-invariant mean-
ings. 
 Such a view of languages has a very high explanatory potential. First of 
all, a language that mostly consists of expressions with one determinate and 
context-invariant meaning is easy to learn and share. If we assume that 
different speakers can acquire and share the meanings of expressions (or 
concepts as their mental representations), we can easily answer all three of 
the above questions. We can explain what a natural language is by saying 
that it is the set of meaningful expressions and syntactic rules which is 
shared by some speakers. By learning the shared language, speakers become 
competent and maintain the language for subsequent generations. Then, 
a group of people counts as a linguistic community if and only if almost all 
its members share the same language. In the same way, we can say that 
different speakers understand each other because they share the pre-learnt 
language and their communication is successful because they ascribe the 
same meanings to the same expressions. 
 The biggest problem of this approach is that such an explanation of 
communication does not have much support if we look at how it actually 
works. Davidson (1986, 1994) argues that the way in which understanding 
is reached shows it to be untenable that all speakers simply assign the same 
pre-learnt meanings to the same expressions in communication. Such a view 
of understanding is untenable, because how we understand a sentence may 
be influenced by contextual cues present in a conversation. Cues can be 
intentionally incorporated into conversation by a speaker, or they might be 
a result of the accidental circumstances in which a conversation takes place. 
As Davidson (1986, 439) demonstrates through Donnellan’s (1968) use of 
the sentence ‘There’s glory for you,’ even this sentence can be understood 
as ‘There’s a nice knockdown argument for you’ if the conditions are right. 
Because of these conversational shifts in meaning, the linguistic production 
of speakers exhibits variability. 



578  Matej Drobňák 

Organon F 26 (4) 2019: 572–596 

 However, the point I want to emphasize is not about the explanation of 
communication. As I mentioned above, communitarists often admit that 
the explanation of successful communication requires more than just 
a simple application of a shared language. Rather, the point I want to em-
phasize is about demarcating the boundaries of shared languages. If our 
linguistic production (the way we use expressions) is a source of data for 
demarcating shared languages and, at the same time, there is a realm of 
linguistic production that exhibits variability, then the variability of the 
data indicates that expressions do not have determinate and context-invar-
iant meanings and so it problematizes the possibility of demarcating shared 
languages. 
 The variability of linguistic production leads Davidson to the conclusion 
that there is nothing that corresponds to the standard view of language as 
a set of meaningful expressions and syntactic rules and we should abandon 
it. He claims that “there is no such thing as a language, not if a language 
is anything like what many philosophers and linguists have supposed” (Da-
vidson 1986, 446) and he believes that “we must give up the idea of a clearly 
defined shared structure which language-users acquire and then apply to 
cases” (Davidson 1986, 446). I agree that the argument is valid, but only 
under the assumption that all linguistic production is taken to be a relevant 
source of data about shared languages. If the circumstances of particular 
conversations influence our linguistic production and all linguistic produc-
tion is taken to be a relevant source of data about natural languages, then 
communitarists are losing the demarcation criterion for what counts as 
a shared language.  
 Rejecting the assumption that all linguistic production is a reliable 
source of data about natural languages might help communitarists to avoid 
Davidson’s conclusion, but the variability of linguistic production (as a fact 
about natural languages and their use) still poses a challenge for them. The 
challenge for communitarists is to give clear criteria for which aspects of 
the linguistic production of speakers count as a reliable source of data for 
demarcating shared languages and which aspects should be considered to 
be irrelevant. If communitarists want to preserve the notion of shared lan-
guage, then they have to explain the existence of the variability of linguistic 
production along with the existence of shared languages. 
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3. Communitarism 

 One strategy for avoiding the challenge is to bite the bullet and to accept 
that the variability of linguistic production shows that the meanings of ex-
pressions in natural languages are, in some sense, variable. Biting the bullet 
does not necessarily mean the loss of the notion of shared language. The 
idea might be that, even though there are several ways in which an expres-
sion is used in communication, the ways are well recognized and shared by 
speakers within a community. The context-invariant meaning can be expli-
cated as a compound of several contextual values and the shared language 
as a set of expressions with complex and variable meanings and syntactic 
rules. Such a view of meaning is sometimes labelled a ‘rich meaning ap-
proach’ but, as far as I know, this approach to meaning and shared lan-
guages has not been spelled out in detail so far. 
 The biggest problem of this strategy is that it is not clear whether mean-
ing understood in this way can be compositional and thus whether creating 
a semantic model of a language would be possible. Another problem of this 
approach is that if meanings are complex compounds, acquiring such lan-
guages would be much more demanding (and probably almost impossible). 
Even if this strategy allows communitarists to save the notion of shared 
language (in the new sense), such a notion of shared language would not be 
able to play the same explanatory role as the standard notion of shared 
language was supposed to play—causing new complications and problems 
that must be solved. 

3.1 Which aspects of linguistic production? 

 Another strategy for preserving the intuitive notion of shared language 
relies on setting a clear boundary between those aspects of linguistic pro-
duction which are shared by all speakers and those aspects which can vary 
from speaker to speaker, from conversation to conversation. As stated ear-
lier, the notion of shared language is often taken for granted without explicit 
reflection, so it is hard to find an explicit proponent of this strategy. How-
ever, I believe that the strategy can be naturally linked to Grice’s (1957, 
1961) distinction between the semantic and pragmatic features of content. 
I believe that, if asked, many philosophers would stick to an explanation in 
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line with the Gricean distinction between semantics and pragmatics—we 
share a language with regard to semantics and the variability of our linguis-
tic production is caused by pragmatics. 
 In particular, a proponent of communitarism can claim that only those 
aspects of our linguistic production which are relevant for semantic features 
of content serve as a reliable source of data about shared languages. If com-
munitarists can succeed in demarcating which aspects of our linguistic pro-
duction correspond to the semantic features of content, then they basically 
succeed in responding to the challenge. Even though this might not be its 
primary purpose, minimal semantics as advocated by Borg (2004, 2012) can 
serve as a very good background for accomplishing this task. 
 According to Borg (2004, 2012), formal semantics should deal with the 
literal meaning of sentence-types and expressions. More specifically, formal 
semantics should provide a model of a language that is able to state what 
each sentence of a language means, solely on the basis of the syntactic fea-
tures of sentences and the semantic properties of its constituents (particular 
expressions of a language). Stating this standardly amounts to stating the 
truth conditions of sentences.5 

What matters for semantic operations on a formal account just 
are the (local) syntactic properties of representations. So, on this 
kind of picture, grasp of meaning would seem to be in principle 
amenable to a (Turing-style) computational explanation. If, say, 
we treat grasp of literal linguistic meaning as the canonical deri-
vation of truth conditions for sentences, for example, along the 
lines of Larson and Segal 1995, then semantic understanding can 

                                                 
5  According to Borg, this also allows the incorporation of syntactically triggered 
context-sensitive expressions. Overt context-sensitive expressions (e.g. demonstra-
tives, indexicals, tensed expressions) may count as such. Syntactically triggered con-
text-sensitivity amounts to cases in which context-sensitivity is somehow “built into” 
an expression. In other words, context-sensitivity is, in such cases, a matter of the 
syntactic properties of an expression—it is recognized by a hearer automatically just 
by hearing an expression, regardless of the broader context of a conversation. This 
sort of context-sensitivity is in striking contrast to different sorts of context-sensi-
tivity such as conversational implicatures, which require knowledge of the context 
of a conversation in order to be recognized by hearers. 
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form part of a genuine language module, for this is clearly a func-
tion which is encapsulated and computational. Knowledge of 
meaning, on this kind of account, consists of knowledge of a pro-
prietary body of information (the lexicon for the language) and 
knowledge of a set of rules operating only on that information, 
rules which consist of formal transformations of the data. (Borg 
2004, 81) 

 Knowing the “proprietary body of information” requires knowing how 
to categorize objects under particular expressions of a language, i.e. knowing 
which expressions are related to which concepts. Note that, according to 
Borg, T-sentences map natural language sentences to “Mentalese,” so it 
makes sense to say that concepts are mental representations of meanings 
and so the categorization of objects under expressions is relevant for the 
semantic processing of sentences. If this is so, then referential aspects of our 
linguistic production can provide relevant data for demarcating literal 
meanings, as referential aspects of our linguistic production indicate how 
a speaker categorizes objects.6 
 Aspects of our linguistic production, which are not syntactically en-
coded, are a matter of what can be implied by uttering a sentence and 
belong to pragmatics. They are irrelevant for the semantic meaningfulness 
of expressions and syntactic processing of sentences. But most importantly, 
if minimal semantics is adopted as a background theory for communitarism, 
then we can say that the aspects of our linguistic production that are not 
syntactically encoded are irrelevant for the demarcation of shared lan-
guages.   
 More generally, there are two aspects of minimal semantics that make 
this theory appealing for communitarists: 

                                                 
6  “It would also fall within the purview of the language faculty to calculate the 
mental representation of the truth-condition for the natural language sentence ‘The 
cat is on the mat,’ where what is constructed is a language of thought sentence which 
exhibits connections to the external world just to the extent that the language of 
thought expressions out of which it is constructed exhibit such relations (to put it 
crudely, since CAT hooks up to cats, and MAT hooks up to mats, the truth condi-
tions for the natural language sentence ‘the cat is on the mat’ turns on how things 
stand with some cat and some mat).” (Borg 2004, 24, emphasis added) 
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a) since the meaning of a sentence is syntactically encoded, it is possible 
to determine the literal meaning of a sentence (and so to understand 
its literal meaning) without any information about the circumstances 
of a conversation. This can be done solely on the basis of information 
about the literal meaning of lexical units and the syntactic structure 
of a sentence and this information is accessible by all speakers under 
all circumstances simply by hearing a sentence;7 

b) since minimal semantics is closely linked to the modular theory of 
mind,8 models provided by formal semantics are supposed to be mod-
els of a specific linguistic module which is responsible for semantic 
processing. In general, this module is considered to be innate and 
this gives us a reason to assume that different speakers process the 
literal meaning of sentences in the same way. In other words, differ-
ent speakers ascribe the same meanings to the same expressions/sen-
tences. 

 If a communitarist adopts minimal semantics, she can claim that the 
aspects of our linguistic production that are related to syntactically encoded 
truth conditions of sentences serve to demarcate what shared languages are. 
Since congruence on concepts (categorization of objects) matters for stating 
the truth conditions of sentences, only the referential aspects of our linguis-
tic production are relevant for the meaningfulness of particular expressions. 
A language is then a set of meaningful expressions and syntactic rules with 
regard to the syntactically encoded truth conditions of sentences and refer-
ential aspects of the linguistic production of speakers. If we add the assump-
tion that such a language is an outcome of our innate semantic processing 
module, we can expect all the speakers within a community to share a lan-
guage. This allows communitarists to save the notion of shared language 
and use it in further explanations. For example, it can be used to state 
a demarcation criterion for linguistic communities: what makes a group of 

                                                 
7  “What minimalism specifies is the content a competent language user is guaran-
teed to be able to recover, given adequate lexical resources” (Borg 2012, 63). 
8  Borg (2004) overtly discusses the modular theory advocated by Fodor (1983, 
1998, 2000). Another modular approach can be found in (Chomsky 1971, 1975, 1986, 
2000). 



Do We Share a Language? Communitarism and Its Challenges 583 

Organon F 26 (4) 2019: 572–596 

speakers a linguistic community is the fact that they all share a language 
in the aforementioned sense—that they all share semantic processing with 
regard to the truth conditions of sentences and they agree on the categori-
zation of objects falling under particular expressions. 
 A modular theory of mind also answers what role particular speakers 
play in establishing and maintaining a natural language. As syntactic pro-
cessing is innate, it does not require any special effort. We are all disposed 
to process sentences syntactically in the same way simply by virtue of being 
normal human beings. All we need to do is to show our successors which 
expressions refer to which objects in the world to the extent that they are 
able to grasp the corresponding concepts.9 
 As long as we agree on which objects fall under ‘blood,’ ‘hands,’ ‘the 
room,’ etc. in the sentence ‘The man over there left the room with blood on 
his hands,’ we can all (semantically) process and understand the sentence 
in the same way. Without doubt, much more can be implied by uttering 
the sentence (e.g. that the man is a killer), but minimal semantics allows 
communitarists to discriminate minimal standards that must be shared by 
all speakers and it allows communitarists to demarcate natural languages 
in terms of these minimal shared standards.10 

3.2. Communitarism and communication 

 If communitarists adopt minimal semantics, the most natural view of com-
munication may be a two-step model: semantic processing first, pragmatic 

                                                 
9  Allowing that the process of “grasping concepts” can be, at least partially, in-
nately driven: “Finally, then, it seems that we might recognize a third way in which 
to understand what a module is, for we might view a module as a combination of 
our two previous accounts, so that a cognitive module comprises a proprietary body 
of information together with a proprietary set of rules or processes operating over 
that information. Again, both the rules and the representations they operate on are 
usually thought to be given innately; thus we have a model of a module as an innate 
and dedicated cognitive processor” (Borg 2004, 76). 
10  This is not to say that Borg herself is a proponent of this view. My only assump-
tion in this paper is that her view can be used to demarcate shared languages in 
such a way and that such a view might be intuitively appealing for many communi-
tarists. 
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processing second.11 When a hearer hears a sentence, she first processes it 
unconsciously via a semantic module. The result is that she understands 
what a sentence means (semantic understanding). In the next step, all the 
pragmatic information about the speaker and other circumstances inter-
venes and the hearer comes up with an interpretation of what the speaker 
might want to imply by uttering this sentence (pragmatic understanding). 
The reason why this approach to communication might be appealing for 
communitarists is that according to this view the notion of shared language 
is necessary for the explanation of how communication works. According to 
this proposal, pragmatic processing is only possible with background seman-
tic processing. To reach a pragmatic understanding, which is usually what 
we care about in communication, a hearer must be “on the same page” as 
a speaker with regard to the literal meanings of sentences. This requires 
that they both share a language with regard to the truth conditions of 
sentences and categorization of objects under particular expressions. If this 
is not the case, then the initial data required for pragmatic processing might 
lead the hearer astray. 
 To sum up, minimal semantics a) is able to preserve the notion of shared 
language by delimiting truth-conditional and referential aspects of linguistic 
production as relevant for the demarcation of shared languages and b) relies 
on the notion of shared language in the explanation of how communication 
works by postulating a congruent semantic understanding as a precondition 
for pragmatic understanding.   

                                                 
11  This is the view held by Borg as well. In general, Borg does not think that formal 
semantics should be able to explain how communication works, and she does not 
aim at giving such an explanation. But by setting minimal semantics into a modular 
theory of mind, she sets the idea of minimal semantics into a broader view of how 
semantic and pragmatic aspects of understanding relate to each other. And this 
relation indicates a two-step model: “On the one hand, then, semantic knowledge is 
important and special—without it we would be robbed of the ability to interpret the 
meanings of words and sentences and thus linguistic communication would be im-
possible. Yet, from another perspective, semantic knowledge is quite unimportant 
and peripheral—without all the other kinds of knowledge we have, semantic under-
standing would be pretty much worthless” (Borg 2004, 263). 
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4. Problems of the strategy 

 There are two problems for communitarists adopting this strategy. The 
first problem is related to the minimal standards that must be globally 
shared by all speakers. The second problem is related to the two-step model 
of communication. 

4.1. Global sharing 

 The requirement of a shared language with regard to the sharing of the 
meanings of particular expressions seems to be too strong to expect. The 
problem is that the meanings of many expressions in natural languages are 
not fully determinate and context-invariant. 
 The point about context-invariance can be demonstrated through exam-
ples of free pragmatic enrichment. On the basis of what a hearer might 
know or find out during conversations, her understanding of the verb ‘stop’ 
in the sentence ‘The policeman stopped the car’ may vary, depending on 
whether the policeman was standing in the road, sitting in the car, or chas-
ing the car.12 As Recanati argues, the circumstances of a conversation in 
such cases influence not only pragmatic aspects of content (i.e. what is 
implicated by the sentence) but also the meaning of the sentence, because 
each way of stopping the car (by issuing a proper signal, by depressing the 
brake pedal, or by firing a warning shot) is related to different truth condi-
tions. 
 In this paper, I will put the topic of context-invariance aside and I will 
focus on the indeterminate nature of meaning in natural languages in detail. 
The indeterminate nature of meaning in natural languages is often flouted 
because it is usually taken to be a problem of a small number of expressions 
only, i.e. vague expressions. Vague expressions share one characteristic fea-
ture—objects categorized under them can be ranked on a scale ranging from 
those which certainly belong in a category to those which certainly do not. 
Even though there are some uncertain cases, we all have a clear idea of 

                                                 
12  The example is a modification of an example from (Recanati 2004, 2010). The 
same point could be demonstrated by the example of painted leaves as discussed in 
(Travis 1997). 
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a scale on which we move, i.e. we have well-established and shared criteria 
of categorization. For example, most people would agree that the percentage 
of the surface of a head without hair or the density of hair are among the 
relevant criteria for ‘bald.’ Different speakers may diverge on how they ac-
tually set thresholds, but it does not necessarily mean that their concepts 
diverge as well, i.e. that they use different criteria for the categorization of 
objects. 
 I believe that the indeterminate nature of meaning in natural languages 
is much more widespread. First of all, it may concern any expression in 
a natural language—including those that are not standardly understood as 
vague. Basically, for any expression in a natural language we can find cir-
cumstances in which the application of a criterion of categorization is un-
clear or undecided. The reason is that our linguistic practice is adjusted in 
accordance with some standard conditions in which we apply criteria of 
categorization. However, we all experience unusual conditions from time to 
time. In conditions in which it is not clear which criterion of categorization 
should be applied the decision is often in the hands of the participants in 
a conversation. If this is so, then it opens up the possibility that different 
speakers make different decisions and so they use different criteria of cate-
gorization, i.e. they assign different (though probably similar) concepts to 
one expression. Note that this is not vagueness as it is standardly under-
stood. The problem I am discussing here is that we do not know whether 
some criteria of categorization are relevant, while in the case of vagueness 
we know what the relevant criteria are (we know the scale) but we do not 
know the exact thresholds. 
 Let us demonstrate this through the case of an expression that is not 
standardly considered to be vague—‘actor.’ Most people would agree that 
an actor is a person whose profession is acting in films or television and the 
number of appearances in films or whether acting is their main source of 
income are among the relevant criteria of categorization.13 In 2011, Orlean 
published an article in The New Yorker about Rin Tin Tin, a movie star 
from the twenties. He was a real star of those times—he starred in more 
than 20 films made by Warner Bros. and received the Abraham Lincoln 
                                                 
13  At least, this is a definition of the term provided by the Oxford Dictionary. See: 
https://en.oxforddictionaries.com/definition/actor. 
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humanitarian award and the medal for distinguished service, and the Mayor 
of New York gave him a key to the city. He was at the peak of his career 
in 1929 when he received the most votes for the best actor for the Academy 
Award. The only trouble was that Rin Tin Tin was a German Shepherd 
and the members of the Academy decided that a dog could not win the 
prize for the best actor. 
 Note that the question whether a dog can be an actor is not a case of 
vagueness. It is not a matter of how we decide to set the thresholds on 
a standard scale—Rin Tin Tin was the main character of many films and 
he was paid for his acting. He was even famous for real acting, as opposed 
to merely appearing on the stage (he was able to build the atmosphere of 
a scene by his facial expressions and so on). The question was whether being 
a human being is a relevant criterion for the categorization of objects under 
‘actor’ and there is no vagueness in that; there is no blurred area of prob-
lematic cases. And yet, there was no definite answer to this question. 
 The case can be interpreted in two ways and both of them undermine 
the idea of minimal shared semantic standards and semantic processing. 
First, we can say that the meaning of ‘actor,’ or a corresponding concept, 
was indeterminate before the voting and it was only after realizing this 
indeterminacy that different people made it a little more precise.14 If this 
was the case, then it is hard to say what sharing indeterminate mean-
ings/concepts amounts to. How can we say that two speakers shared the 
same meaning of ‘actor’ if it was not clear what the meaning was? How can 
we decide whether a concept possessed by one speaker is the same as a con-
cept possessed by another speaker if it is indeterminate which criteria of 
categorization are constitutive for the concept? A natural response to this 
worry would be to say that those speakers possessed similar concepts or 
that their understanding of the expressions partially overlapped. However, 
as far as I know, there is no viable theory of concept/meaning similarity 
currently under discussion.15 

                                                 
14  Note that different people made different decisions so if this was the case, then 
the term became ambiguous. For the voters, ‘actor’ could include dogs; for members 
of the Academy it could only include human beings. 
15  See (Fodor and Lepore 1999) for a critical evaluation of Churchland’s (1986, 
1993) notion of meaning similarity. 
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 Another interpretation of the Rin Tin Tin case is that even before the 
case it was determinate whether dogs fell under the concept of ‘actor’ but 
the question did not arise.16 In such a case, the unusual circumstances forced 
people to compare their understanding of ‘actor’ with respect to the cate-
gorization of dogs. The people who voted for Rin Tin Tin believed that 
a dog could count as an actor; the members of the Academy were a rather 
more conservative in their criteria of categorization. The understanding of 
‘actor’ within a linguistic community had been challenged and it uncovered 
discrepancies between the concepts possessed by different speakers and thus 
meanings assigned to the same expression. If this was the case, then clearly 
the idea that all the speakers within a community share a semantic under-
standing on the level of particular expressions, i.e. ascribe the same mean-
ings to the same expressions, does not have much support. 
 The idea that expressions of natural languages are indeterminate is 
not new. Waismann’s (1945) idea of open texture goes in the same direc-
tion and Gauker (2017), as a current proponent of the idea of open tex-
ture, overtly argues that it is problematic to simply assume that we all 
share the same fully determinate concepts (even though in most cases our 
criteria of categorization deliver overlapping results).17 Wilson (1982) pro-
poses a thought experiment that aims to demonstrate that our criteria of 
categorization are often influenced by accidental features of situations in 
which decisions are made.18 Ludlow (2014) argues that our criteria of cat-
egorization are dynamic, i.e. they can change from conversation to con-
versation. 
 The lesson to be learned from the Rin Tin Tin case is that there is never 
a guarantee that there is a special realm of semantic processing which is 

                                                 
16  This is certainly an oversimplification. At least, it had never received so much 
attention.  
17  However, see (Shapiro 2006) for a critical discussion. Shapiro argues that open-
texture should count as a kind of vagueness. As far as I can see, the discussion does 
not have a winner so far. 
18  The thought experiment is about an airplane that has fallen into the jungle. 
According to Wilson, the decision as to whether a jungle tribe will consider the plane 
to be a strange house or a strange bird depends on whether they see the plane before 
its fall or find it after the fall. 
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shared by all speakers. Even in a case such as ‘actor,’ in which we usually 
assume the congruence of our concepts without any doubts, we can find 
differences among the members of a linguistic community.19 Note that the 
indeterminacy revealed by unusual circumstances is not the exclusive do-
main of the term ‘actor.’ The term ‘actor’ is not usually considered to be 
vague or non-standard in any other way. This suggests that this kind of 
indeterminacy might be a general feature of natural languages. If this is so, 
then it should not be a problem to find more such cases. To illustrate that 
this phenomenon is more common than we might think, I will present more 
examples. 
 Ludlow (2014) discusses the very similar case of whether Secretariat 
(a horse) can be an athlete. The discussion over Secretariat followed a very 
similar pattern to the one over Rin Tin Tin. Sport Illustrated placed Secre-
tariat on the list of the best athletes of the last century. This decision 
sparked a public debate. Some people defended the choice and some people 
disagreed. From the linguistic point of view, this discussion can be under-
stood as revealing discrepancies in the criteria for the categorization of ob-
jects under the term ‘athlete’ between different competent English speakers. 
Similarly, Johnson (2018) discusses in The Conversation how current ad-
vances in technology and science problematize our understanding of the 
term ‘meat.’ The question that Johnson poses in her article is whether lab-
grown meat should also be considered to be meat. From the linguistic point 
of view, this is a question of whether the standard criteria of categorization 
for the term ‘meat’ apply to lab-grown meat as well. As in the last two 
cases, there are people who believe that lab-grown meat counts as meat and 
there are people who disagree. The changed circumstances (caused by ad-
vances in technology) reveal the indeterminacy of a term that was not con-
sidered to be indeterminate. It shows how different competent speakers may 
apply different criteria of categorization without knowing about it until 
challenged.20 

                                                 
19  A similar point leading to a conclusion that decisions about the categorization 
of particular objects depend on accidental features of particular situations, and so it 
is hard to expect congruence among all speakers, was raised in (Wilson 1982, 2006). 
20  Similarly, we could interpret the discussion over the status of Pluto as a linguis-
tic discussion over the criteria of categorization of the term ‘planet.’ As in the case 
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 The most important point, however, is that we can never rule out the 
possibility that we will stumble upon such indeterminacy or differences in 
concepts/meanings for any expression in a natural language because we can 
never assess all the possible circumstances in which an expression can be 
used. For any expression, there is a possibility that there will be some cir-
cumstances which may reveal differences in categorization which have not 
been noticed before. If this is so, then the assumption that there is a special 
realm of semantics on the level of particular expressions, which is shared by 
all speakers, seems at least problematic and deserves more attention by any 
communitarist adopting this strategy. 

4.2. Two-step model of communication 

 The second problem of this strategy is the two-step model of commu-
nication. The idea that we first semantically process what we hear and it 
is only after that that we start pragmatic processing has been undermined 
by recent empirical research. Werning and Cosentino (2017) and Cosen-
tino et al. (2017) show that free pragmatic enrichment intervenes even 
during the early stages of the semantic processing of sentences.21 More 
specifically, free pragmatic enrichment helps us to modulate word mean-
ings before we process a sentence semantically. The research was focused 
on the neurological activity of subjects during the processing of congruent 
vs. incongruent noun-verb combinations.22 More specifically, research 
teams tested how neurological activity depends on the context of a sen-
tence. A context was presented to subjects as a short story and it served 
as information necessary for free pragmatic enrichment. Beside other com-
binations, the researchers also tested how neurological activity changes 

                                                 
of ‘meat,’ new circumstances have been caused by advances in science. Specifically, 
by the discovery of other planet-size objects in Kuiper belt. 
21  Free pragmatic enrichment is a process in which the semantic understanding of 
a term is influenced by a context of a conversation before the semantic processing of 
a sentence is finished. The term ‘free pragmatic enrichment’ was coined by Recanati 
(2004, 2010). See the beginning of subsection 4.1 for an example and a short expla-
nation of the term. 
22  Cosentino uses funnel-pour as an example of congruent combination and funnel-
hang (a coat) as an example of incongruent combination. 
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when we combine a congruent context23 with congruent and incongruent 
noun-verb combinations and when we combine an incongruent context24 
with congruent and incongruent noun-verb combinations. 
 According to the two-step strategy, subjects should first semantically 
process the literal meaning of the whole sentence and only then should 
pragmatic processing take place. If this is so, then we can predict that the 
context of a sentence should not influence neurological activity related to 
the semantic processing of particular words (or noun-verb combinations). 
More specifically, the neurological activity at the time of 400 ms after hear-
ing a verb (N400 component)25 should be the same, regardless of the con-
text.  However, the research shows that the neurological activity after hear-
ing a verb is significantly affected in those cases in which a congruent con-
text is followed by an incongruent noun-verb combination and vice versa 
(incongruent context and congruent noun-verb combination).26 In other 
words, the same noun-verb combination elicits different neurological activ-
ity in different contexts. If we assume that the neurological activity (N400 
component) corresponds to the contribution of a particular word to the 
processing of the meaning of a sentence, then the difference shows that the 
context influences a word’s semantic contribution before the semantic pro-
cessing of a sentence is finished. 

                                                 
23  A context inducing a congruent noun-verb combination. In the case of funnel-
pour, that would be a context of standard procedures in a chemical laboratory or in 
wine cellar. 
24  A context inducing an incongruent noun-verb combination. In the case of funnel-
hang (a coat), that would be a context of creative work at an art class. 
25  The phenomenon of neurological activity peaking at the time of 400 ms after 
semantically oriented stimuli was reported for the first time by Kutas and Hillyard 
(1980) and confirmed several times after that in different experimental settings (Bag-
gio et al. 2008; Kutas and Hillyard 1984; Kutas et al. 1984; Kutas and Federmeier 
2011) 
26  Neurological activity was measured by EEG as electrical activity in a specific 
region of the brain 400ms after hearing a word. The influence of context was associ-
ated with the difference in electrical activity of the same part of the brain triggered 
by hearing the same word in different contexts. 
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 More research has to be done to find out how exactly we should interpret 
the N400 component,27 but all the interpretations currently under discus-
sion hold that it represents the contribution of particular expressions to the 
semantic processing of a sentence. Differences in neurological activity vary-
ing in accordance with different contexts indicate that pragmatic processing 
takes place even before the semantic processing of a sentence is finished and 
so it undermines the two-step model of understanding and communication. 
But if the two-step model of communication is undermined, then the idea 
of a shared language based on minimal shared standards is problematized 
as well. There seems to be no special realm of semantic processing on the 
level of particular expressions which would be shared by all speakers. 

5. Conclusions 

 In this paper, I discussed one strategy which communitarists can adopt 
for coherently maintaining the idea of a natural language as shared and 
the idea that the linguistic production of speakers exhibits variability in 
communication. According to the strategy, only some aspects of the lin-
guistic production of speakers are relevant for demarcating a shared lan-
guage. This strategy can naturally be supported by some version of a se-
mantic-pragmatic distinction if the semantic features of content are con-
sidered to be shared by all speakers. The first problem of this strategy is 
that the meanings of expressions in natural languages are indeterminate 
and so it is hard to say what sharing meanings of expressions, and thus 
sharing a language, might amount to. The second problem is its two-step 
model of communication and understanding, which is currently criticized 
on empirical grounds. 
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Abstract: In this article I am going to argue that despite the fact that 
(1) there is nothing specific to the form of constitutive rules and (2) 
that in some broad sense every rule has a constitutive aspect, there 
is a substantial difference between what might be called trivially and 
genuinely constitutive rules, and the difference can be spotted by 
looking at practices that rules are supposed to constitute, not at these 
rules. 

Keywords: Constitutive rules; deep conventions; regulative rules; 
rules of efficiency. 

1. Introduction 

 It was John Searle (1969, 1995, 2005) who popularized the notion of 
constitutive rules. The basic intuition that lies behind that kind of rules is 
best expressed by the following slogan: if there were no rules, there would 
be no practice. If there were no rules of chess (football, rugby, etc.), there 
would be no chess (football, rugby, etc.) matches. For a long time that 
intuition has been accompanied by a claim that constitutive rules have 
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a specific form: X counts as Y in C.1 These rules were usually opposed to 
regulative rules, which govern our behaviour and say what we must/should 
(not) do (e.g. if you are going to the opera, wear a tie). Importantly, the 
activities governed by regulative rules are possible to execute without any 
rules—it is simply possible to wear a tie even when there are no rules in 
regard to what should be worn on certain specific occasions. 
 But there are some controversies if that picture is all right. It has been 
argued that rules creating new forms of practices can be reduced to rules 
that are regulative. Suppose that we have only rules of the form Searle 
attributed to constitutive rules, this is “X counts as Y in C” (note that 
these rules are akin definitions that introduce new terms for types of ac-
tions/objects). The rule “such and such piece of wood counts as bishop” is 
basically useless without being accompanied by a set of rules that determine 
which moves within the game of chess are allowed, forbidden and necessary, 
and these rules have rather the form that was attributed to regulative rules 
(e.g. “In C, do X!”). If it is the case, constitutive rules are indeed reducible 
to regulative ones and their function is, at best, practical/mnemonic 
(Hindriks and Guala 2014; Guala and Hindriks 2015). According to 
Hindriks, constitutive rules provide us with labels of statuses established by 
regulative rules: “there is an underlying reality that constitutive rules serve 
to make apparent” (Hindriks 2009, 237). 
 Moreover, it has been noted (Giddens 1984) that all rules are in some 
sense constitutive. Even the rules of etiquette, that Searle claimed to be 
a paradigm example of regulative rules, are somehow constitutive. Why is 
that so? Because these rules are naturally in accord with basic intuition 
lying behind the very distinction between constitutive and regulative rules; 
we can justifiably claim that “if there were no rules (of etiquette), there 
would be no practice (of social etiquette).” If these arguments are correct, 
then it appears that there are indeed no constitutive rules that are substan-
tially different from regulative ones. As Hindriks and Guala claim: 

The distinction between regulative and constitutive rules ob-
scures the fact that both etiquette and chess are institutional 

                                                 
1  X stands for some natural phenomena (e.g. throwing the ball into the basket) and 
Y gives institutional description of X (e.g. scoring points), C stands for circumstances. 
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phenomena. A better appreciation of the relation between regu-
lative and constitutive rules makes clear that they are cogwheels 
of the same social machine, even though they display different 
grammatical forms. (Hindriks and Guala 2014, 18) 

But that conclusion, I suppose, would be far-fetched. In my brief article, 
I am going to argue that even if it is the case that rules of the form “X 
counts as Y in C” do not “create” practices or institutions by themselves, 
there is still a possibility to distinguish between a genuinely constitutive set 
of rules and a trivially constitutive set of rules, when we consider the back-
ground such rules operate within. 

2. Layers of rule-constituted practices 

 Rules of the form “X counts as Y in C” do not make certain natural 
actions possible. These rules are quasi-definitions of institutional terms (e.g. 
offside, knock-down, castling etc.), and it is obvious that physical activities 
(standing in a certain place at a football pitch, punching someone so hard 
that they fall down, moving certain wooden pieces, etc.) that X-terms are 
supposed to denote can be performed without any rules. Hindriks and Guala 
even claimed that: 

all that constitutive rules do in comparison to regulative rules is 
to introduce labels or names (such as ‘money’ or ‘property’) for 
the statuses that figure in those regulative rules. (Hindriks and 
Guala 2014, 19) 

Indeed it appears that constitutive rules of the form “X count as Y in C” 
do not create certain activities, but they give us some names/labels that we 
can use when describing certain institutional activities (cf. Ruben 1997).  
 Arguments made by Hindriks (2009), Hindriks and Guala (2014), Guala 
and Hindriks (2015), and Giddens (1984) may seem good, but they miss 
something important. Let me start with rather an uncontroversial claim 
that it is not the case that there is some analogy between rules of games 
and constitutive rules in general, but rather if there are constitutive rules, 
rules of games are paradigm examples of them. So, taking a look on rules 
of games is probably the best way to acquire some knowledge concerning 
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constitutive rules. The rulebook of chess (or any other game) contains both 
rules that are definitions or specifications and rules that determine which 
moves are allowed, necessary and forbidden within the game (for example, 
you cannot move the rook diagonally; the knight can be moved to a square 
that is two squares away horizontally and one square vertically, or two 
squares vertically and one square horizontally; the game is started by 
white). Thus, the game is constituted by the set of rules that specifies cer-
tain things (for instance, the shape of the figures) and determines what 
must/can (not) be done within that game. 
 But when proponents of the thesis that the difference between constitu-
tive and regulative rules is a merely linguistic focus their attention on the 
form of rules, they miss that the practice of playing, for instance, chess, 
cannot be established merely by rules of that practice (Schwyzer 1969; Mar-
mor 2007). Why is that so? What, besides rules, do we actually need to 
play a game? To answer those questions, let me start with a reminder of 
a thought experiment made by Schwyzer (1969). Suppose that you are 
watching two people from the other side of the globe. They do not violate 
rules of chess (they move pieces as they are allowed to), but their moves 
are rather chaotic and there is no way to spot what strategy they have 
adopted, why they are making these moves rather than others. After some 
time of this disorganized “game” there happens to be a checkmate—and 
now one side is deeply terrified and the other one deeply relieved. In that 
scenario, these people did not play chess, but they rather participated in 
some sort of ritual that is to determine, for example, members of which 
tribe will suffer from plagues sent down by gods. For it is possible that two 
people move wooden pieces in accordance with the rules of chess (pawns 
one square forward, bishops diagonally, etc.), but they do not play chess. 
They simply ascribe different socio-cultural sense to actions they under-
take—they treat their activity as a religious ritual rather than a competitive 
game. 
 Hence, it is not sufficient to act in accordance with the rules of the 
practice to participate in that practice. Something that might be called 
“deep convention” (Marmor 2007; cf. Roversi 2014) should also be known 
by the participants. In case of chess, it would be a convention of playing 
a competitive game which, roughly speaking, may include knowledge that: 
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1. Games have objectives, and the ultimate objective of a game is to 
win. 

2. Games are “detached” from ordinary life (for instance, when a rugby 
player knocks down a member of the opposite team, they are not 
subject to criminal charges concerning assault). 

3. It is possible to distinguish participants in the practice and non-
participants, spectators (Marmor 2007). 

 But it is not the whole story. There are deep conventions that underpin 
rule-constituted practices,2 but also there is something that emerges upon 
the rules of the practice. One more time, let’s get back to chess. There are 
many different types of openings, attacks and defenses—they have fancy 
names,3 and they specify what moves in certain circumstances should be 
made to achieve certain aim. Note that these rules (they might be called 
“rules of efficiency”) are not identical to constitutive rules of chess nor are 
they mere paraphrases of them. In fact, it is rather the case that one can 
play chess without following them or even being aware of their existence. 
These rules are instrumental; they determine what to do within the frame-
work of the game to eventually win the game (whereas the concept of win-
ning is part of the deep convention of playing the competitive game). More-
over, sometimes these rules of efficiency tell us to violate some rules of the 
game. It is rather not possible in the case of chess, but when we play, for 
instance, basketball it is quite common that the losing team, when the end 
of the game is quite near, start to foul members of the opposite team  
(especially players that are bad at free throws), hoping that they will miss 
free throws and the losing team will have an opportunity to start their own 
action immediately after the miss. As Roversi noted, these rules are distinct 

                                                 
2  As Roversi noted, “Constitutive rules alone cannot give us genuine reasons for 
action unless they are embedded in a context already endowed with a social meaning: 
there would be no point in following the rules of chess if chess were not a game or 
another sort of social activity, just as it would be meaningless to realize all the formal 
conditions for transferring property if these conditions were not part of a legal prac-
tice” (Roversi 2014, 210). 
3  There is a big Wikipedia entry that enlists them: https://en.wikipe-
dia.org/wiki/List_of_chess_openings 

https://en.wikipedia.org/wiki/List_of_chess_openings
https://en.wikipedia.org/wiki/List_of_chess_openings
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from constitutive rules but “they denote situations that can be realized only 
by instantiating a given game’s institutional, rule-constituted elements” 
(Roversi 2014, 212). This is, any recommendation of as how to checkmate 
your opponent cannot be made before the rules concerning checkmate are 
in force. 
 It appears that, in case of such practices as games, rules that are listed in 
official rulebooks are not sufficient to create them. It is not possible to par-
ticipate in any game without knowing the deep convention of playing a com-
petitive game. There is another set of rules that emerge upon such practices 
as games: rules of efficiency. It is obviously possible to participate in a practice 
without knowing or adhering to these rules (probably children and, more 
generally, beginners and amateurs do not know these rules), but such games 
would be gawky and, given the ultimate objective of the practice (winning), 
the emergence of such rules is perfectly understandable. Hence, there is no 
metaphysical necessity in following these rules to participate in the practice, 
but normally we learn and use them because we aim at achieving the ultimate 
goal of the practice (in case of competitive games it is winning). 

3. Games and etiquette 

 Now take a look at etiquette, which has been for a long time, treated as 
the best example of a practice which rules are merely regulative ones. How-
ever, it was noted that if there were no rules of etiquette there would be no 
social practice of etiquette, so the rules of etiquette seem to fit well into the 
basic intuition lying behind the very distinction of constitutive rules. But 
there is an important difference between games and etiquette. Namely, there 
are other requirements that are put on a participant of the practice. To 
play a game, for instance chess, you have to: 

 1. Know the deep convention of playing chess and intend to play. 

 2. Know at least at some working level,4 rules of chess. 

                                                 
4  This is to say, that players do not need to recite relevant passage from the 
rulebook. Nevertheless, it would be really odd to claim that one can play a game 
without any knowledge of its rules. 
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But to play well, you also need to: 

 3. Know the rules of efficiency (and use them properly). 

So, there are many things that one needs to know and intend to do to 
participate in a game (cf. Kaluziński 2018a). And things seem to be much 
different in case of etiquette. There are rules that we should eat using a fork 
and knife (and not with our bare hands), wear a tie when going to the 
opera, etc. and it looks that it is all that we need to know to participate in 
such a practice as social etiquette.5 Perhaps I am missing something, but it 
appears to me that there is no deep convention underpinning etiquette 
(there is nothing similar to the concept of winning that needs to be known 
to participate in a practice of playing chess or rugby). It is also the case 
that a person can participate in a practice of etiquette by merely acting in 
accordance with its rules (for instance, wearing a tie when going to the 
opera). And, lastly, there seems to be no rules of efficiency that determine 
how to “be good at etiquette,” while there definitely are rules that tell us 
how to be good at chess, football and rugby. If there is any sense in speaking 
of “being good at etiquette,” it simply consists in following its rules. 
 Summarizing, practices that intuitively are constituted by systems of 
rules (for instance, games) are indeed quite complicated. These practices 
are underpinned by deep conventions (in case of games, the convention of 
playing a competitive game). There are also rules of efficiency that provide 
us with the means of achieving the ultimate goal of the practice (e.g., win-
ning). It appears that in case of such practices as etiquette, which was 
considered by Searle (1969) to be a practice that is not constituted by rules, 
things are very different and there is only one “layer of practice”—rules of 
etiquette. 
 But perhaps things are little different and there is no single “practice of 
social etiquette,” but there are many social practices that are governed by 

                                                 
5  One may wonder if it is not the case that we would participate in the practice 
of social etiquette even in the case if we did not know its rules, because if we breach 
some rule of etiquette (e.g., we would try to eat soup by dinking it directly from the 
pot), we would face disbelief and critique from members of our society regardless of 
our knowledge of that rule. If it is true, the difference between participation in prac-
tice of etiquette and in such practices as games is even bigger. 
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the rules of etiquette. In such a case, one may argue, it is possible to find 
some deep conventions (e.g. being in the boss/subordinate relationship) and 
my argument that we can identify/specify constitutive rules in terms of the 
broader practices in which those rules operate within is flawed. I have cer-
tain doubts concerning such an account. It seems analogous to the argument 
that there is no such thing as games and rules of games in general but only 
rules of specific games: chess, bridge, ice hockey, rugby etc. One may find 
appealing to such an account unattractive. But, for the sake of argument, let 
me assume that it is correct. Does it pose a grave challenge to my account? 
I tend to think that it does not. Of course, if one looks carefully at certain 
social practices, then one can spot various deep conventions. But none of 
them is a deep convention that underpins specifically etiquette. It might be 
the case that the rules of etiquette tell us how subordinates should behave 
towards their boss and vice versa but the very concept of business hierarchy 
(or chain of command) does not pertain to deep convention of etiquette but 
rather to the deep convention of business corporation (or military). 
 It appears that there is no deep convention that underpins etiquette as 
such but there are deep conventions that are cornerstones for various social 
practices or institutions like corporations or the army and our behaviour 
within such practices or institutions can be guided by rules of etiquette. 
But obviously these rules of etiquette are not realizations of deep conven-
tions in the same sense as the rules of rugby are a realization of the deep 
convention of playing competitive games. Deep conventions, to use Mar-
mor’s words, are “enabling the emergence of some of the surface conventions 
that we normally follow” (Marmor 2007, 586) and clearly business hierar-
chies or chain of commands do not play that role for the rules of etiquette. 
Suppose that a boss in a certain enterprise is extremely polite because she 
wants her employees to feel valued and highly motivated, so they will work 
efficiently. Of course, in such circumstances the boss is following the rules 
of etiquette but she is doing so because the deep convention of business 
corporation includes the aim of maximizing profits and she believes that 
being polite is a good way of increasing her employees productivity. Once 
again, there are some deep conventions and rules of efficiency included in 
the reasoning that the boss makes but they do not pertain to the practice 
of etiquette but rather to business corporation. Note that it is not  
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uncommon that in certain circumstances different deep conventions can be 
spotted, if we look carefully enough. For instance, when playing a profes-
sional football match, players know two deep conventions: 1) convention of 
playing competitive games that is necessary for their participation in that 
practice and 2) a convention of “chain of command” or “boss/subordinate 
hierarchy” that determines that they follow tactical instructions made by 
their team manager rather than chaotically run around the pitch. It is im-
portant not to conflate those deep conventions: only the knowledge of deep 
convention of playing competitive game is a necessary condition for a foot-
ball match to occur, while the convention of “chain of command” is inci-
dental for the possibility of participation in a match. 
 Perhaps that objection could be phrased differently. Imagine a scenario 
in which the deep convention is “making a workplace a more comfortable 
place for everyone” (without any devious intentions). This deep convention 
pertains to the practice of “workplace etiquette” and the rules of workplace 
etiquette open the space for the rules of efficiency. Clearly, there are no 
deep conventions that pertain to etiquette as such, but probably we could 
find deep conventions that pertain to workplace etiquette (and many other 
types of etiquette). That is interesting point but I think that such an argu-
ment is problematic. It appears that one can justifiably claim that such 
account is redundant because the deep convention of “making a workplace 
a more comfortable place for everyone” probably does not introduce new 
concepts (like winning in case of playing competitive games) nor it set some 
new requirements on participants in the practice. One can participate in 
the practice of workplace etiquette without any knowledge of such deep 
convention (whereas one cannot participate in the practice of playing rugby 
without knowledge of the convention of playing competitive games). Per-
haps I am missing something, but it appears to me that there is no point in 
postulating such deep convention as “making a workplace a more comfort-
able place for everyone.” 
 Lastly, one might wonder if the existence of rules of efficiency is really 
characteristic only for such practices as games and there is no room for such 
kind of rules in the case of etiquette. After all, one can use the rules of 
etiquette in such a way that she achieves her aims, for instance when one 
ignores greeting from person S and by doing so causes S to understand that 
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S is an unwelcome guest. But even if it is the case that there are some rules 
that emerge on the basis of the rules of etiquette, are they the same kind of 
rules as rules of efficiency? I tend to think that they are not. It is crucial to 
remember that the deep convention that underpins rule-constituted practice 
can introduce new concepts and determine the ultimate aim of that practice 
(for instance, winning). Rules of efficiency tell us what to do in order to 
achieve these ultimate aims (how to win a chess match; what to do in order 
to win a war or scare off potential enemies, etc.) There is no similar thing 
in the case of etiquette, because there is no deep convention that underpins 
specifically etiquette. So, even if there is something like the rules of effi-
ciency in the case of etiquette, these rules lack the feature of giving us 
recommendations as to how to achieve the ultimate aims of etiquette simply 
because there is no deep convention that specifies what the ultimate aim of 
etiquette is.  
 One might wonder if indeed there are no deep conventions that underpin 
certain etiquette regulated behaviour.6 But I am not sure if we can spot 
a deep convention that is broader and more informative than “acting ap-
propriately,” “exercising proper behaviour” or similar. Treating “exercising 
appropriate behaviour” as a deep convention of etiquette raises important 
question: if such “deep convention” is able to put similar requirements on 
participants in the practice of etiquette as deep convention of playing com-
petitive game does? Going back to the thought experiment conducted by 
Schwyzer, one needs to ask if it is possible to participate is practice of 
etiquette without the knowledge of such “deep convention?” In the case of 
games it is clear that knowledge of deep convention is a necessary condition 
of playing chess or basketball, but I am sceptical if it is the case that we 
cannot for instance greet our colleague/boss by saying “Good morning” 
without the knowledge of anything more than the knowledge of the  
etiquette rule that tells us that we should greet our colleague/boss by saying 
“Good morning.” 

                                                 
6  Marmor would be reluctant to accept that claim (Marmor 2007, 606). 
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4. Genuinely and trivially constitutive rules 

 Finally, I would like to introduce a distinction between genuinely con-
stitutive rules and trivially constitutive rules. Rules of the former kind create 
what might be called “multi-layer practices” (for instance, games), whether 
rules of the latter kind create “one-layer practices” (for instance, etiquette). 
As it was noted in the previous sections, games are not just systems of 
constitutive rules, as Searle thought, but they are three-layer practices, 
which consist of deep convention, the system of rules, and rules of efficiency. 
It appears that social practice of etiquette is indeed in some very broad 
sense constituted by rules, but these rules are not underpinned by deep 
conventions and there are no rules of efficiency built upon rules of etiquette. 
So, we can uphold the claim that in a broad sense all rules might have 
a constitutive aspect, and it is right to say that “if there were no rules of 
etiquette, there would be no practice of etiquette.” Probably, it is possible 
to justifiably claim something like that about virtually any rule-involving 
practice. But I am convinced that we are not doomed to the claim that all 
rules are constitutive in the exact same (and blatantly trivial) sense. Some 
rules are trivially constitutive and some are genuinely constitutive. The 
whole point is not to look at rules (because indeed there is nothing special 
about the form of the rules of either kind) but to look at the things that 
are supposed to be constituted by rules, i.e., practices or institutions. What 
is really important is what the effect of the existence of a certain set of rules 
is, not what form these rules have. And that effect could be multi-layer or 
one-layer practice. 
 It appears to me that, when discussing constitutive rules, too much at-
tention has been paid to the form of constitutive rules, and too little to the 
things they are supposed to constitute. Analogically, it is like in the case 
when we tried to investigate what the means of production are by focusing 
on their physical features (e.g., that such and such machine is made of steel) 
and fail to notice if it can actually produce anything (and if it is able to 
produce something more than noise when working). 
 Lastly, one may wonder if the considerations presented above can be 
extrapolated from games to other practices. Take, for example, such prac-
tice as the legislative process. It appears that there is some deep convention 
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lying behind it; namely, concepts of authority or representation are needed 
(for instance, we should know that members of parliament act not as private 
persons but as legitimate representatives of the society; one that does not 
have concepts of authority or representation would be clueless when watch-
ing a broadcast of parliamentary debates). Then there is a “proper” set of 
rules (enlisted in constitution and some other legal acts) that determine 
how new laws are passed: who can be a member of parliament (e.g., age 
census), how MPs are elected (electoral law), and how decisions in the par-
liament are to be made (e.g., by majority of votes in the presence of at least 
half the number of members of parliament and then the bill should be signed 
by the president). And finally, there is a set of rules of efficiency that tell us 
how to use powers and duties introduced by these “proper” rules to achieve 
ultimate goal of a practice (passing the bill smoothly or blocking the bill by 
using, for instance, filibuster). Hence, at the first glance, the analysis pro-
vided in this brief paper is not limited to such practices as games. 
 There is one important clarification I should make at this point. I claim 
that genuinely constitutive rules take part in creating multi-layer practices 
and one may wonder if it is not the case that we can make any rules genu-
inely constitutive ones by just supplementing trivially constitutive rules (for 
instance rules of etiquette) with two additional layers, e.g. by (A) a rule 
that everybody should strive to be better at etiquette than everybody else 
and (B) creating rules on how to effectively achieve this. When I say that 
genuinely constitutive rules take part in the creation of multi-layer practice 
I mean that there is a “cascade” of layers. First, we have deep convention 
that underpins a practice (for instance, the convention of playing a com-
petitive game). Without the knowledge of deep convention there is no pos-
sibility to participate in the relevant practice. Second, there is a system of 
constitutive rules (the rulebook of chess, rugby, football, etc.). Rules of this 
kind are just different forms of the realization of the very general idea of 
competitive games. Third, there are rules of efficiency that tell us how to 
achieve our aims (and, most importantly, the ultimate aim of the practice) 
within the frame of the practice that is made by the system of rules. Hence, 
one cannot turn rules of etiquette into genuinely constitutive rules just by 
adding arbitrarily two kinds of rules because these rules do not meet the 
criteria deep conventions and rules of efficiency need to meet: they are not 
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necessary for the very possibility of participation in a practice; rules of eti-
quette do not seem to be a form of realization of (A) like the rules of bas-
ketball are a form of realization of the deep convention of playing compet-
itive games; since there is no ultimate aim of the practice of etiquette there 
are no rules of efficiency that recommend to us certain moves that may help 
us achieve that aim.  
 Even if it is the case that traditionally understood constitutive rules (as 
having the form “X count as Y in C”) are reducible to rules that have form 
attributed to regulative rules, there is still a possibility to differentiate gen-
uinely constitutive rules from trivially constitutive ones. We just need to 
not look at the form of the rules, but rather at the reality that they are 
supposed to “create.” If that part of reality is a simple, one-layer practice, 
then rules that “constitute” that practice are constitutive only in a broad 
and trivial sense. We can indeed say that “if there were no rules, there 
would be no practice.” However, this can probably be said about all rule-
involving practices. But there are also rules that are part of multi-layer 
practices or institutions. These rules are genuinely and non-trivially consti-
tutive. Why? Because they take part in creation of complicated practices 
that pose other requirements for participants in these practices. To partic-
ipate in an etiquette-like practice, it is sufficient that a person follows (or 
not) its rules or, perhaps, it is even the case that she can participate in it 
without awareness of these rules. But to participate in, for instance, a game 
of chess one needs to know relevant deep convention, intend to play and 
being committed to following (at least some subset of) its rules. Normally, 
one also needs to know and properly use rules of efficiency to have a shot 
at winning (achieving the ultimate goal of the practice of playing a game). 
 Summarising, even if Guala and Hindriks (2015) or Giddens (1984) are 
right to claim that rules that traditionally have been called “constitutive” 
are reducible to regulative rules, and, then, even paradigm example of reg-
ulative rules appears to fit into the slogan “if there were no rules, there 
would be no practice,” it is not the case that we cannot distinguish genu-
inely and trivially constitutive rules. Genuinely constitutive rules are part 
of multi-layer practices. To spot them, we need to look not at rules, but 
rather at practices that these rules are supposed to constitute. If we look 
carefully enough, we can spot if there is a deep convention underpinning 
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the practice, and if there are rules of efficiency built upon these rules. That 
might be hard, but it is necessary to spot non-trivially constitutive rules. 
Hence, when Guala and Hindriks say that “constitutive rules are, at roots, 
just regulative rules dressed up in institutional language” (Guala and 
Hindriks 2015, 189), they are mistaken if their claim is to be understood as 
applied to the function of rules. Perhaps the slogan that expresses the basic 
intuition lying behind the notion of genuinely constitutive rules should be 
“If there were no rules and deep conventions (plus, normally, rules of effi-
ciency), then would be no practice.” 

5. Conclusions 

 In the most orthodox account of constitutive rules they are characterized 
by their form and opposed to regulative rules, but there are also alternative 
views that emphasize that constitutive rules have a strong normative aspect 
of determining what should (not) or may be done within the practice (cf. 
Ransdell 1973; Hindriks 2009; Hindriks and Guala 2014; Guala and Hindriks 
2015; Kaluziński 2018b). These accounts face a challenge: they need to pro-
vide some new characterization of constitutive rules that do not blur the 
distinction of constitutive rules from other types of rules. Most notable ac-
counts of Hindriks (2009), Hindriks and Guala (2014), Guala and Hindriks 
(2015) steer in the direction of “constitutive rules reductionism:” they claim 
that constitutive rules are reducible to regulative ones and their sole func-
tion is to provide us with labels that are referring to statuses established by 
regulative rules. Their role is purely practical/mnemonic. In this paper 
I tried to show that this is not the only viable option. I argue that there is 
another way to specify constitutive rules in terms of the broader practices 
in which those rules are applied. If we take deep conventions and rules of 
efficiency into account, we can identify genuinely constitutive rules even if 
we emphasize the normative side of these rules. 
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Abstract: In this paper, I defend the view that the requested eutha-
nasia of adults is morally permissible and should be legalised; I use 
an argument from analogy which compares physician-assisted eutha-
nasia with morally less ambiguous and, in my opinion, an acceptable 
instance of mercy killing. I also respond to several objections that 
either try to prove that the instance of mercy killing is not accepta-
ble, or that there is a fundamental difference between these two cases 
of killing. Furthermore, in the remainder of the paper I defend the 
moral permissibility and legalisation of euthanasia against several ob-
jections that appeared in local disputes on this issue, based on the 
concepts of the limits of freedom, the slippery slope, and the need-
lessness of euthanasia. 

Keywords: Legalisation; moral freedom; morality; needlessness of eu-
thanasia; requested euthanasia; sanctity; slippery slope. 

 There are two types of death: we either die at a time and in a manner 
we do not choose or at a time and in a manner which we do. We can state 
that most people who have died did not depart at the time or in the manner 
they would have chosen, as they died either earlier or in a different way 
than they wanted to. We can assume that, if given the chance, those who 
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died from illnesses, injuries, advanced age, unfortunate accidents, or by be-
ing killed would have preferred to go at a later time as well as in a different 
and less unpleasant way. In light of this idea, it seems preferable to meet 
death on our own terms. If medicine and technology have made this possi-
ble, we should probably want to allow people to be in charge of the circum-
stances of their own death. 
 This opinion does not invite controversy when talking about people who 
wish to live longer, but it becomes controversial once we start discussing 
those who want to shorten their lives. Granting a longer life to people who 
desire it does not appear to be an issue, so why does it become one once we 
start contemplating the rightness of hastening the death of those who re-
quest it? 
 Some opine that we would commit a serious mistake by bringing death 
to those who ask for it, arguing that obeying such a wish is unreasonable. 
While some claim that wishing to die is unreasonable because every life is 
worth living, others claim that it is impossible to rationally conclude that 
our life has ceased to be worth living. Critics of euthanasia thus suggest 
that rather than complying with a patient’s wish to die, we should strive to 
improve their life. 
 These objections are as important as they are philosophically interest-
ing, and a decent defence of euthanasia should be able to respond to them. 
Although I share the opinion that we should primarily endeavour to im-
prove the lives of those wishing to die and that a person can sometimes err 
in thinking their life has ceased to be worth living, I also maintain that in 
certain circumstances a person’s life might become not worth living and 
that they can rationally arrive at such a conclusion. However, I defended 
these opinions elsewhere and therefore will simply assume their truth in this 
paper (see Greif 2018). If they were not assumed true, there would be little 
need to respond to the second type of objections that question the morality 
of ending another person’s life prematurely, i.e., euthanasia. 
 Euthanasia poses an ethical dilemma. On one hand, there are people 
who do not consider their lives worth living and express an honest wish to 
die. I assume we want to empathise with their suffering and show respect 
for their decision to end their life. On the other hand, a moral doubt remains 
lingering: “Is it right to end someone’s life on their request? Would we not 
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be committing murder or another serious offence?” And we surely do not 
want to err in such a serious matter. How can it be resolved then? 
 I think there is a solution to this problem. To demonstrate it, I will first 
present an argument in favour of requested euthanasia being morally un-
problematic and permissible.1 I will support the argument by responding to 
several objections to its premises. Then I will focus on three objections that 
appeared in a debate in the Czech journal Filosofický časopis in 2010 
through 2012. I will try to prove that all these objections can be countered. 
My defence only focuses on the requested (or voluntary) euthanasia of 
adults, which I define as “an act when an adult person kills another adult 
person for the latter’s well-being and on the latter’s request.”2 My main 
objective is to defend the thesis that “the requested euthanasia of adults is 
morally permissible.” 
 Before commencing my defence of euthanasia, I would like to comment 
on the nature of my defence. Ethics is a delicate discipline, and ethical 
questions are notoriously difficult to resolve in a way that everyone would 
find satisfactory. As a consequence, a certain tension characterises my de-
fence, which I would prefer to disclose at the very beginning. I understand 
ethics as a kind of rational and secular debate. Therefore, “ethics” deferring 
to a religious authority or an authority of individuals who claim to possess 
special moral knowledge is not what I consider to be ethics. I find it crucial 
that in ethics, whenever possible and necessary, moral assertions should be 
justified without referring to personal or divine authority. On the other 
hand, justifying every statement is neither necessary nor possible. Some key 
statements I cannot or will not justify, hoping that they do not require 
justification. I am referring to statements that philosophy would call “moral 
intuitions.” My judgement about the trapped lorry driver case, which I will 
present shortly, provides a rather illustrative example of moral intuition. 

                                                 
1  I use the expressions “morally unproblematic,” “permissible,” “permitted,” 
“right,” and “moral” interchangeably. Correspondingly, “morally prohibited,” “not 
morally permissible,” “wrong,” and “immoral” are also interchangeable. 
2  I base this definition on the etymology of the word “euthanasia”—εὐθανασία 
(euthanasía), from εὐ- (eu, “well” or “good”) + θάνατος (thanatos; “death”)—that 
is, good death. Since I want to differentiate euthanasia from suicide, I define it as 
good death caused by another person. 



The Morality of Euthanasia 615 

Organon F 26 (4) 2019: 612–634 

This judgement plays a crucial role in my defence of euthanasia which 
would not work without it. It is, however, unjustified, and I do not know 
with certainty if the reasonable majority would accept it. Taking into con-
sideration how much disagreement moral questions tend to generate, it is 
possible that even what I consider utterly evident might invite harsh criti-
cism. Although I do not know if the reasonable majority would agree with 
me, I will assume it does. Naturally, in cases like this claims can be made 
that mostly suit the author’s interests instead of reflecting the reasonable 
majority’s opinion; however, this risk is present in every ethical debate and 
should be accepted by its participants. If we are to arrive at some kind of 
a resolution, we, the disputing sides, have to establish an initial agreement, 
even if only by guessing. 

* * * 

 Let us advance to the argument put forth in favour of the morality of 
euthanasia. It is based on the famous “trapped lorry driver case,” in which 
a man is killed in a way that I consider permissible and that shares every 
essential feature with physician-assisted requested euthanasia. 

The trapped lorry driver case 
A driver is trapped in a blazing lorry. There is no way in which 
he can be saved. He will soon burn to death. A friend of the 
driver is standing by the lorry. This friend has a gun and is a 
good shot. The driver asks this friend to shoot him dead. It will 
be less painful for him to be shot than to burn to death. Should 
the friend shoot the driver dead? (Hope et al. 2008, 185) 

 Premise 1: I can only speak for myself with certainty, but I cannot think 
of any moral reason why the friend should not comply with the driver’s 
request. Therefore, I believe that the friend should shoot the driver dead. 
However, before killing the driver, I would have to verify that he truly 
cannot be helped and that he would suffer tremendously if I did not shoot 
him. But if I was certain that his situation really was awful and desperate, 
I hope I could muster enough courage and presence of mind to shoot him 
dead. I would consider it the right thing to do. 
 In my opinion, emotions tend to get tangled up with morals when dis-
cussing euthanasia, which in turn might cloud our judgement. I am sure 
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that shooting the driver dead would not make me happy. I would wish that 
I did not have to do it and that the lorry driver could live. Because of these 
feelings of unhappiness and tragedy, I might be tempted to think that I did 
something wrong. But my reason would clearly tell me that it is not so, as 
the only possible alternative would have been much worse. If I did not kill 
him, the trucker would have suffered more and would not have gained  
anything. So if I were to find myself in such a situation, I would act partially 
out of empathy, as I would not want the trucker to suffer, and partially out 
of respect for his free will, because I would want to comply with his wish. 
 I assume that most people would feel and think in a similar—if not the 
same—way. There are only two options: either the friend shoots the driver 
dead or he does not do anything. But his not doing anything is clearly worse 
for the driver, because he will needlessly suffer if he is not shot dead. On 
the other hand, even though shooting the driver would be tragic, it would 
still be preferable to letting him burn to death. Therefore, I do not think 
that any convincing objections can be raised against shooting the lorry 
driver dead. 
 Consequently, I firmly believe that shooting the driver dead in order to 
spare him a painful death is permissible. Nevertheless, an anonymous re-
viewer remarked that the argument I am about to present is unconvincing, 
since the first premise is unjustified. I have to admit that this is true; I pro-
vided no justification for it, as I cannot prove it and cannot support it with 
any further arguments. But I have so much certainty in it that if someone 
expressed disagreement or doubt in relation to it, I would have to ask them 
for an explanation. In other words, what reason could one have to think 
that shooting the driver dead is not permissible? 
 There are several objections we would normally raise against shooting 
someone dead. Shooting the driver dead could be wrong because (1) it is 
against his will; (2) deprives him of all the good things he might have ex-
perienced if he lived; (3) harms him; or because (4) it violates his right to 
life.  
 We can quickly determine that these four initial objections do not apply 
in the lorry driver’s case. First, the lorry driver wanted to die. Second, even 
though it would be true for the majority of people that their death would 
deprive them of all the good they could have experienced if they stayed 
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alive, it is not true for the lorry driver, as nothing good awaited him. Third, 
it is true that killing a human being harms them in a way, since death 
typically implies bodily damage of some kind. However, we often choose 
to endure great bodily harm if it is in our interest. For example, we endure 
it during a common medical intervention, or, to mention an extreme case, 
as Aron Ralston endured it when he amputated his forearm with a pock-
etknife in order to save his life. Fourth, without any doubts, the right to 
life is one of the most fundamental moral principles we have. Still, we are 
able to renounce our rights. The lorry driver, just like a patient requesting 
euthanasia, had a right to life, but he renounced it because it was in his 
interest. 
 If any objections were raised against the argument I advance, I suspect 
that the first premise would be more likely to provoke them; therefore, 
I presume it needs more support. 
 One further objection could be that the friend should not shoot the 
driver dead, because there is always some alternative. In the trapped lorry 
driver’s case, it is only ex hypothesi true that he cannot be saved. But in 
real life we will not have this certainty and there will always be a chance, 
however small, that the driver could be saved. 
 Although our intuitions may betray us in some thought experiments, 
I do not think this is the case now. The original version of the trapped lorry 
driver case, as described by R.M. Hare (1975) and pointed out by Tomáš 
Hříbek (2010), illustrates this well. Rather than being a hypothetical case, 
it describes a situation that actually happened, very similar to the one de-
scribed above, and which was reported by the press at the time (the lorry 
driver was probably killed in the end). Instead of pondering on what we 
would do in a fabricated thought experiment, we can ask ourselves how we 
would behave if we found ourselves in such a situation, surrounded by all 
its uncertainties. However small, there is always a chance that the driver 
can be saved. But if this chance is minimal, it would be more reasonable 
not to risk the much more obvious possibility of the trucker burning to 
death coming true. 
 A patient requesting euthanasia is in a similar situation to the driver of 
the blazing lorry. Although he may not have any epistemic certainty of the 
accuracy of his prognosis, the evidence at hand and the medical knowledge 
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may yield enough practical certainty for him to make up his mind. (To read 
more about this type of objection, see Greif 2018). 
 Still another objection might be that shooting the driver dead is wrong 
because killing an innocent person is always wrong, regardless of the conse-
quences. Given that the driver is innocent, it is wrong to kill him.  
 It is very difficult to deny that killing an innocent person is wrong. After 
all, it is one of the most fundamental moral convictions. For example, killing 
a random passer-by is without any doubt a heinous act. In spite of this, 
I still maintain that killing an innocent person differs from committing 
a morally prohibited killing, i.e., murder. I think the rule “killing an inno-
cent person is wrong” is usually sufficient for us to understand what makes 
killing a person wrong; however, I do find it imprecise, as I believe that the 
trapped lorry driver’s case presents a perfect counter-example. Should we 
refuse to shoot the driver because of his innocence?3 What does the driver’s 
innocence or guiltiness have to do with the moral evaluation of his case? 
 I tried to show that it is morally permissible to shoot the lorry driver 
dead. If this judgement is right, then the rule that “killing an innocent 
person is wrong” cannot always be correct, as the lorry driver was also 
innocent. However, since this a rather intuitive argument, it should be ac-
companied with an explanation of why the rule is incorrect despite its un-
deniable appeal. In order to find it, I think we have to think about the 
purpose of guilt. 
 Why is it sometimes permissible to kill a guilty person but not an inno-
cent one? It seems that the moment an attacker assaults someone, they 
temporarily lose some of their rights as we stop taking their interests into 
full consideration. It seems that by endangering someone else’s life, for in-
stance, they can lose some of their rights, and their guiltiness gives us 
a moral right to treat them differently than we normally would. When 
someone commits a greater crime—say, threatens the life of an adult or 
a child—it might give us the right to take their life in self-defence. However, 
a patient requesting euthanasia has not committed any crime. We have no 

                                                 
3  One could even argue that killing the lorry driver is not only morally permissible 
but also obligatory; if we could comply with the trucker’s request but failed to do 
so, we would allow needless suffering to take place. However, I will not be defending 
this opinion here. 
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reason to treat them any differently than anyone else. Therefore, we should 
neither deny them their rights nor ignore their will.  
 By analysing the purpose of guilt, we can explain why the rule of “killing 
an innocent person is wrong” should be considered imprecise despite its 
intuitiveness. In almost every case when an innocent person is killed, we are 
entitled to think that a morally prohibited killing—that is, murder—oc-
curred. We have a good reason to think so, because the only good argument 
in favour of the opposite—that the “victim” wanted to die and the killing 
was merciful—typically does not apply. It is rare that outside of the context 
of medicine or war perhaps a person was killed because he or she actually 
wanted to die and being killed was good for them. 
 Finally, some might argue that it is wrong to shoot the driver dead 
because his life has an intrinsic and impersonal value, that some would call 
sanctity (Dworkin 1993), and it is wrong to sacrifice it for the quality of 
one’s life or for any other value. Since the value of life itself is impersonal, 
it is wrong to end driver’s life, even though it is no longer valuable for him 
or anyone else. 
 There is surely much to be said about this view, but I would like to 
propose a somewhat minimalistic refutation. To start, I think we should ask 
the following question; “Is the value of life itself absolute?” In other words, 
does the intrinsic value of life always come before other values or only in 
some cases? Let us consider both options, one by one.  
 If the intrinsic value of life always comes before other values, then no 
value can ever be more important. Compared with any other value, the 
intrinsic value of life would have an absolute worth. If those proclaiming 
that “every human life is sacred” accepted this option, it would presumably 
lead to some consequences that would be difficult to accept. Steven Luper 
illustrated these outcomes by means of the following thought experiments: 

Two Spells 
I know how to cast two magical spells. One of them, which 
Mary wants me to use on her, would ensure that she has a life 
that is extremely good and far better than the life she other-
wise would have had, but the spell will also kill her painlessly 
in her sleep one day sooner than the day she otherwise would 
have died of old age. The other spell, which she has forbidden 
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me to use, would not kill her but would ensure that she has 
a life that is wretched, and far worse than the life she other-
wise would have had. (Luper 2009, 186) 

 The first spell would shorten Mary’s life by one day; in exchange, it 
would ensure that the rest of her life would be extremely good. If we ac-
cepted the view that human life has an intrinsic value that can never be 
sacrificed for any other value, then casting the first spell would be wrong, 
as Mary’s life would be sacrificed for her quality of life. In addition, it would 
be morally more wrong to apply the first spell than the second one. How-
ever, we would probably disagree with these judgements. Besides being ben-
eficial for Mary, the first spell is perfectly moral and in fact more moral 
than the second one. Therefore, the view that human life has intrinsic value 
has some hard to accept consequences. 
 Let us now consider Luper’s second thought experiment: 

Unintentional Suicide 
I have an illness that will kill me within a week if allowed to 
progress. There is a treatment that will extend my life by one 
more year, but I will be in pain nearly the entire time. I weigh 
the extra time against the pain involved and decide to refuse 
the treatment. I die three days later. (Luper 2009, 187) 

 In this case, I sacrificed a longer life in favour of avoiding pain. If life 
has absolute intrinsic value, then this would be an immoral act as it is more 
valuable to live longer than to avoid pain. However, this is not how we 
think. Refusing treatment is a perfectly rational and moral decision. 
 If we believe that the intrinsic value of life always comes before other 
values, it leads to certain consequences that we are reluctant to accept. This 
is why I do not think that we should accept the strong version of the prin-
ciple that every human life has intrinsic value.  
 Let us consider the second, weaker version of the principle, according to 
which the intrinsic value of life only comes before other values in some 
cases. If the intrinsic value of life only comes first in certain situations, 
then sometimes are other values, such as the quality of life or personal 
dignity, more important. So when a patient requests euthanasia, how do 
we know whether these values did not outweigh the value of their life being 
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intrinsically valuable? Considering the Luper’s thought experiments, it 
seems fairly common that the considerations of quality of one’s life or of 
one’s dignity are more important that the intrinsic value of life. 
 Premise 2: If the friend killed the lorry driver, it would be a case of 
requested euthanasia, as the driver would die for his own good and on his 
own request. My second premise is that shooting the lorry driver is analo-
gous to physician-assisted requested euthanasia. When calling it euthanasia, 
it does not matter who performs it; the only fact that counts is that person 
A kills person B for person B’s benefit and on person B’s request. These 
conditions are met in the trapped lorry driver’s case. We can furthermore 
assert that the friend would shoot the driver dead with the intention of 
helping his friend and complying with his wish rather than taking revenge 
on him or wanting to put an end to his annoying screams. 
 So when a physician administers the lethal shot to a patient, for the 
patient’s benefit, on the patient’s request, and motivated by a good inten-
tion, his act is considered right because he does what the friend would do 
to the trapped lorry driver by shooting him dead. Thus, the argument goes 
as follows: 

Argument from analogy 
P1 Shooting the driver is morally permissible. 
P2 Shooting the driver is analogous to physician-assisted re-

quested euthanasia (assuming that the physician per-
forms the act with good intention). 

———————————————————————————— 
C Physician-assisted requested medical euthanasia is pre-

sumed to be morally permissible (assuming that the phy-
sician performs the act with good intention). 

 Any rejection of the second premise implies that there is a difference 
between the two instances of killing. This is true; we could surely find plenty 
of differences between killing the driver of a blazing lorry and killing a par-
ticular patient. However, not all of these differences are relevant. For ex-
ample, in the trapped lorry driver’s case, there is the immediate and unde-
niable danger of terrible suffering. As far as patients are concerned, the 
majority of cases will probably be different, since the reason why they want 
to die might not be as immediate or obvious. Despite this, the danger of 
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terrible suffering or loss of dignity, which are neither as immediate nor  
evident, is not any less real. If we accept this, we should see no significant 
difference between them. 
 Therefore, we should focus only on the differences that bear a moral 
relevance. Thus, those criticising the second premise should identify a mor-
ally relevant feature, F, which is present in one case but missing from the 
other. In order to provide support for the second premise, I consider two 
possible candidates for F; terminal illness or mortal danger and physical 
suffering. (To get an overview of classic legal conditions for candidacy for 
euthanasia, see Young 2019.)4 
 In the case of the blazing lorry, the driver found himself in mortal danger 
and the likelihood of him having to endure great physical suffering was very 
high. Should we thus presume that physician-assisted euthanasia is only per-
missible in cases when the patient’s life is in danger (or when they suffer from 
a terminal illness) and only when their suffering is of a physical nature? I do 
not think that the morality of euthanasia should depend on whether there is 
terminal illness, mortal danger, or physical suffering involved. 
 Where terminal illness and mortal danger are concerned, there are pa-
tients whose incurable diseases put them through intense agony, and they 
wish to die even though their illness is not life-threatening. These patients 
suffer greatly and can reasonably conclude that their lives are not worth 
living. Why should we consider the fact that they are not terminally ill to 
be morally relevant? 
 One of the reasons why the insistence on conditions such as terminal 
illness or mortal danger might seem necessary is because there is a possibil-
ity that the patient’s condition might improve in the future—for instance, 
with the invention of a new revolutionary cure or as a consequence of un-
expected remission. I believe that in particular cases, these factors should 
be taken into account when evaluating the rationality of euthanasia. How-
ever, they should not be regarded as an obstacle to performing euthanasia 
on non-terminally ill patients or people not finding themselves in mortal 
danger. The reason behind this is that if a patient is neither terminally ill 
                                                 
4  Naturally, someone might always point out a morally relevant feature that dif-
ferentiates requested euthanasia from the trapped lorry driver’s case. If an important 
difference has escaped my attention, I would like to be informed about it. 
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nor in mortal danger, but their life is still not worth living, more suffering 
could be avoided with euthanasia, since without it they are likely to live 
longer and suffer even more. If we imagined, per impossibile, that the lorry 
driver would not be burning alive for several minutes but for days, months, 
or even years, we would have all the more reason to spare him this suffering. 
Nevertheless, if we or our patient had a good reason to believe that there is 
a realistic chance of improving his or her situation, I do not think we should 
comply with his or her request for euthanasia. However, we can come to 
understand with a reasonable amount of certainty that some patients do 
not have a realistic chance. 
 The next condition relates to intolerable physical pain, which is put in 
direct contrast with mental or psychological pain. As far as I can see, we 
should not differentiate between these types of suffering where euthanasia 
is concerned, as psychological suffering is not any less real or unpleasant 
than physical one. Despite this, I maintain that when patients suffering 
from psychological pain rather than physical pain request euthanasia, we 
should deliberate their petition with much more care. 
 I suppose that the insistence on the condition of physical pain is similar 
to the previous one. It is more difficult to assess whether a patient’s life has 
ceased or will cease to be worth living if they suffer from psychological pain 
than if they experienced physical pain; the former is much more elusive. 
I find this to be a good reason for regulating euthanasia more strictly when 
it comes to patients afflicted with psychological pain; however, this does 
not mean that euthanasia should be denied to them. Some people suffer 
from incurable and unbearable psychological pain and their psychological 
condition renders their lives not worth living. If we cannot help them in any 
way and we have no reason to believe that we will be able to help them in 
the future, we might consider complying with their request. 
 I do not mean to suggest that patients should be given euthanasia with-
out trying to help them first. On the contrary; everyone requesting eutha-
nasia should be offered help, whether in the form of psychiatric therapy, 
palliative care, or some kind of experimental treatment. What I am sug-
gesting is that those not in mortal danger or whose suffering is mainly of 
a psychological nature should be presented with stricter legal conditions 
when requesting euthanasia. 
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 Although I consider these arguments convincing, others might not. It is 
also likely that some of my claims might prove to be untrue or unacceptable. 
If I am mistaken, I would like to be informed on the fallacies in my thinking, 
which I presume there will be; even in our provenience many objections 
have been raised against the position I am trying to defend. In the next 
part of this study, I will try to explain why my opinion on euthanasia has 
not been changed by them. 

* * * 

 Objection 1: The right to die is beyond the limits of the freedom of an 
individual. Death is something humans have no moral right to decide about. 
Since euthanasia involves one person killing another, it is not permissible. 
 Response: Saying that one’s right to die violates the (moral) limits of 
personal freedom does not seem right, since our society does not object when 
someone voluntarily puts their life in danger. We do not denounce people 
who risk their lives by becoming soldiers, police officers, fire-fighters, or 
stunt performers, nor do we condemn those putting their health in jeopardy 
with their lifestyle choices—say, by damaging their lungs by smoking or by 
pursuing extreme sports. This means that while a person is free to put their 
life at risk and lose it in the case of an accident, or consciously shorten and 
endanger it with the lifestyle they lead, they are not free to end it directly. 
Would those who raise this objection morally condemn all activities whose 
pursuit puts a person’s life at risk or shortens it? 
 Our society accepts such behaviour, and there are even instances when 
a person voluntarily taking their life is thought to be highly commendable. 
For example, a soldier throwing himself on a grenade and saving his friends 
is not committing a morally deplorable act but a laudable one! The percep-
tion of a mother dying for her child is similar. 
 An opponent of euthanasia might suggest that when someone requests 
the termination of their life, they do not sacrifice themselves to save another 
person’s life—they do so for their own well-being. However, I do not find 
this objection convincing enough. We could assume that the soldier’s sacri-
fice did not save his friends’ lives but “merely” spared them years of terrible 
torture. We could similarly imagine that the mother did not sacrifice herself 
to save her child’s life but to stop it from being brutally tormented. I suppose 
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most of us would not accuse these people of doing anything wrong. If we 
were to morally evaluate their sacrifice, we would be more likely to consider 
it laudable. 
 Jakub Jirsa (2011, 587) wrote in his paper that “my life is something 
I do not have right to do with as I see fit,”5 hence ending a life prematurely 
is morally problematic. I assume Jirsa is talking about a moral right rather 
than a legal one. I will furthermore assume that breaking a moral right 
means doing something wrong. If that is so, then Jirsa’s sentence suggests 
that ending or trying to end one’s life is not permissible. If he were right, 
it would mean that neither suicide and physician-assisted suicide nor re-
quested euthanasia were permissible, since they involve either ending one’s 
life or an attempt to do so. 
 In my interpretation, Jirsa offers two different arguments to support his 
claim about the limits of a person’s moral freedom. Let us start by consid-
ering the first one, which is based on the assumption that “I am permitted 
to do what I see fit only with what is (or could theoretically be) entirely 
within my control” (Jirsa 2011, 588). The author complements this conten-
tion by saying that one’s own life is not something one entirely controls. 
Thus: 

Jirsa’s first argument 
P1 My life is not and theoretically could not be entirely 

within my control. 
P2  I am morally permitted to do as I see fit only with what 

is or theoretically could be within my full control. 
———————————————————————————— 
C Therefore, I am not morally permitted to do with my 

own life as I see fit. 

 Let us look at the premises. What justifies the first premise? To support 
it, Jirsa is citing Galen Strawson, who argues that we cannot prove to be 
truly morally responsible for our actions. For the sake of concision, I re-
phrased Strawson’s argument as follows: 

                                                 
5  All translations from Czech are my own. 
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Strawson’s argument 
P1 “You do what you do because of the way you are.” 
P2 “To be truly morally responsible for what you do you 

must be truly responsible for the way you are—at least 
in certain crucial mental respects.” 

P3 “You cannot be truly responsible for the way you are, so 
you cannot be truly responsible for what you do.” 

P4 “To be truly responsible for the way you are, you must 
have intentionally brought it about that you are the way 
you are, and this is impossible.” (Strawson 1994, 13–14) 

P5 It is impossible to intentionally bring about who you are, 
because you must have existed before beginning to exist. 

———————————————————————————— 
C Thus, you are not morally responsible for what you do.  

 Strawson’s argument denies the existence of moral responsibility. If we 
accepted his contention, we would have to believe that it is not possible to 
be morally responsible for anything. Strawson himself clearly does not take 
this conclusion seriously; he presents it as a philosophical puzzle. His aim is 
to provoke a defensive reaction in philosophers so that they present a sat-
isfactory explanation for the nature of moral responsibility without resort-
ing to such absurdities, as there is no moral responsibility. 
 Jirsa’s first premise most likely seeks support in premises of Strawson’s 
argument. The way I am defines how I behave and decide. But since I have 
not intentionally brought about the way I am—as it is impossible—I cannot 
have any control over the way I am, and as a result I cannot have any 
control over what is defined by my nature—i.e., my behaviour and decision-
making. 
 However, if this is the reasoning behind Jirsa’s first premise, it means 
that we have no control over anything. No decision or act would be free. 
For the sake of argument, let us assume that Jirsa’s first premise is true. 
 Let us take a look at the justification the second premise depends upon. 
Jirsa claims (Jirsa 2011, 588) it to be his assumption. For the sake of argu-
ment, let us now presume it true. If we recognised this statement, we would 
not be morally permitted to do as we see fit with anything. Because by 
accepting the justification Jirsa provides for his first premise, we would also 
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have to acknowledge that we do not have full control over anything. But, 
as the second premise suggests, if having full control over X is the precon-
dition for doing with X as we see fit, then we do not have the moral per-
mission to do as we see fit with anything. 
 I would like to contradict this by saying that I am morally permitted to 
do as I see fit with my choice of words in this sentence. I find the implication 
that moral permission is impossible to be unacceptable. We should rather 
refuse Jirsa’s line of reasoning than accept such an implication. Neverthe-
less, if we carried on analysing Strawson’s puzzle, we would stray too far 
from our discussion on euthanasia. 
 Jirsa’s second argument is based on Wittgenstein’s thesis from his Trac-
tatus Logico-Philosophicus, declaring that “[d]eath is not an event in life 
but is the end of life” (qtd. in Jirsa 2011, 588). Jirsa’s conclusion was that 
ending or trying to end one’s life is not permissible. However, the claim 
that death is not an event in life but is the end of life does not imply that 
ending or trying to end one’s life is morally wrong. We thus need to com-
plement it with an additional premise. 
 I am not sure which one Jirsa would prefer, since he did not express it 
explicitly. I will assume that since Jirsa believes that death is not an event 
in life, and that therefore it is wrong to bring it about, than it is wrong to 
bring about everything that is not an event in life. Based on this premise, 
we can construct the following argument: 

Jirsa’s second argument 
P1 If X is not an event in life, then it is wrong to bring 

about X. 
P2 Death is not an event in life, it is the end of life. 

———————————————————————————— 
C Therefore, it is wrong to bring about death. 

 If this is Jirsa’s second argument, then I do not find it convincing. If 
a person cannot decide on the death of another person because death is not 
an event in the life of the person to be killed but is the end of it, then, for 
the same reason, they cannot decide about the beginning of life. Conception 
is also not an event in the life of the conceived—it is the beginning of it. 
Physicians would thus not be permitted to provide assistance not only in 
death, but in birth as well. 
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 My last objection against Jirsa’s position is independent of the argument 
provided for its support. If the position was true or acceptable, then shoot-
ing the trapped lorry driver, together with the soldier’s and mother’s sacri-
fice, would be wrong. Should we accept this conclusion? I do not think so. 
This is why I believe Jirsa’s arguments should not be accepted. However, it 
is possible that I misinterpreted or misunderstood his resoning. 

 Objection 2: Euthanasia should be prohibited as it would lead to a slip-
pery slope. If we started practising it, it would eventually result in involun-
tary euthanasia or even medical murder. 
 Response: The slippery slope objection fundamentally differs from the 
previously proposed arguments. Although it claims that we should not be 
practising euthanasia, it does not say that euthanasia itself is wrong. What 
it deems morally wrong are the side effects of practising and legalising eu-
thanasia. Euthanasia is thus indirectly wrong. 
 Those against the legalisation of euthanasia maintain that we would find 
ourselves on a slippery slope that would eventually lead to involuntary eu-
thanasia and medical murder. These critics worry that by legalising re-
quested euthanasia, sooner or later we would due to sociological, psycho-
logical, or even logical reasons end up emulating practices of Nazi Germany. 
They worry that if euthanasia became an option, it would eventually turn 
into an expectation or even a requirement.  
 I presume that we would not like to live in a society that required or 
even forced some of its members to undergo premature and unwanted death; 
I know I would not. How then can I advocate for the legalisation of re-
quested euthanasia?6 Marta Munzarová (2012, 416) described the situation 
in the Netherlands in the following way: “Killing patients without their 
request is still happening, but the reporting must be different (since it is 
not euthanasia, which is defined by Dutch law as killing ‘on the patient’s 
request’). Can we imagine a more illustrative example of a slippery slope?”  
 I support the legalisation of euthanasia because I do not believe it would 
lead us down a slippery slope. Firstly, advocating for requested euthanasia 

                                                 
6  I support the right to euthanasia in the sense that a patient should have the 
option to receive euthanasia, but I do not support it in the sense that a physician 
should be obliged to administer it to them. 
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and rejecting involuntary euthanasia is not contradictory. The distinction 
between them is clear. The cases Munzarová mentions show how patients’ 
lives were terminated without their explicit request. The authors of the 
study claim that these were predominantly patients who were unable to 
express their will because, for instance, they were in a coma. These were 
instances of so-called non-voluntary euthanasia,7 usually performed on pa-
tients who were incapable of giving voice to their decisions; thus, these 
patients did not die against their will. 
 I suppose Munzarová is trying to point out that the medical records 
relating to the termination of lives contain a category of patients who did 
not explicitly consent to being killed. This fact in itself does not prove that 
there is a slippery slope; only long-term statistics could confirm that, as 
one-year data do not adequately illustrate how many cases of euthanasia 
without the explicit consent of the patient were performed in previous years. 
We should compare records of several years and see if they indicate a growth 
in deaths we consider wrong. Moreover, we also do not know how many 
instances recorded in the category of “a patient’s life ended without their 
explicit consent” occurred in countries that still see euthanasia as murder 
but find terminal sedation acceptable (like Slovakia, for example), since we 
do not keep a record of them. As a result, we do not know if a system that 
has legalised euthanasia is better or worse in this aspect than a system 
where it is illegal. 
 But let us get back to the key question. Is there any evidence to support 
the contention that in the Netherlands, instances of unacceptable—or less 
acceptable—forms of ending lives are on the rise? A Dutch study conducted 
in 2010 (Onwuteaka-Philipsen et al. 2012, 912) indicated a decline in the 
frequency of cases where lives were terminated without the explicit consent 
of the patient, while a meta-analysis of Dutch studies (Rietjens et al. 2009, 
279) concluded that “the legalization of euthanasia in the Netherlands did 
not result in a slippery slope for medical end-of-life practices.” Therefore, 

                                                 
7  There is a difference between involuntary and non-voluntary euthanasia. In the 
case of involuntary euthanasia, the patient does not want to die, or they can express 
their will but it is being ignored. In the case of non-voluntary euthanasia, the patient 
is unable to communicate what they want. 
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there is no evidence to support the claim that the Dutch euthanasia prac-
tices are on a slippery slope. 
 In addition, I would not like to brush off Munzarová’s suggestion that 
non-voluntary euthanasia is inherently morally wrong—if that is indeed 
what she suggests. I believe that there are situations—especially those in-
volving people who will never regain consciousness—where non-voluntary 
euthanasia should be permitted. However, I will have to defend that thesis 
on another occasion. 
 Finally, if we eventually found out that in spite of what current records 
indicate, the legalisation of euthanasia would lead our society to a slippery 
slope, we can always change the law and reinstate the former system. So 
even if legalising euthanasia proved to be a mistake, we would not be obliged 
to continue with it forever. Therefore, I do not think there is a reason for 
us to worry about finding ourselves on a slippery slope. 
 There is, however, one additional argument, somewhat close to the slip-
pery slope idea. One could argue that legalising euthanasia would be harm-
ful even if no one was forced to undergo it, because it would necessarily 
present the population with an uncomfortable choice. The mere fact that 
one is presented with a choice between continued life and euthanasia could 
exert, in some segments of the population, a measure of psychological pres-
sure and therefore cause suffering. I believe this reasoning is close to Jirsa’s 
line of argument, since he has voiced his opinion that legalising euthanasia 
would exert pressure on patients that are the most vulnerable and disad-
vantaged (Jirsa 2011, 589). 
 In response, I would like to say, somewhat vaguely, that it is far from 
clear that the value gained by avoiding suffering caused by the pressure of 
choice is greater than the value gained by avoiding suffering of euthanasia 
applicants. I personally doubt it is. Although I have no evidence for this 
claim, I presume that the proponents of this argument would agree with me 
that this argument, just like the slippery slope argument, should be based 
on empirical evidence.  

 Objection 3: Euthanasia should not be practised as there is no need for 
it. What renders it needless is the efficiency of palliative and hospice care, 
along with the fact that patients may refuse nutrition and hydration and 
will thus die without any assistance. 
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 Response: Some claim that there is no need for euthanasia because pal-
liative and hospice care have improved so much that they can significantly 
reduce the patients’ suffering. Marek Vácha (2010, 273) maintains that 
“palliative care has advanced so much that when a patient has been suffer-
ing from unbearable physical pain for a long time, he is most likely receiving 
the wrong treatment.” Jirsa seconds this opinion, as does Munzarová (Jirsa 
2011, 581; Munzarová 2012, 416). 
 This objection differs from the previous two as it refrains from calling 
euthanasia directly or indirectly wrong and merely attempts to prove its 
needlessness;8 therefore, it does not challenge my thesis about requested 
euthanasia being morally permissible. Despite this, I would still like to ad-
dress this objection, as it has been presented by several authors. 
 I do not mean to imply that there is anything wrong about palliative or 
hospice care. I do believe that it is important for people whose quality of 
life is expected to decline to avail themselves of such avenues of treatment 
if they want to. We should fully support those who make use of such treat-
ments rather than wishing to die, as every potentially helpful option should 
be examined and tried. This is why I would prefer it if palliative care re-
ceived wider recognition. 
 However, it is up to the patient to ultimately decide if they find pallia-
tive care useful; they can judge for themselves whether it makes their life 
worth living or not. After all, it might not; contrary to Vácha’s view, noth-
ing guarantees that palliative care will render their lives more liveable (un-
less my opponents can prove that it is 100% effective). Even if palliative 
care could relieve a patient of their pain, it might come at a higher cost 
than the patient is willing to pay. By the time the physician successfully 
identifies a pain management method that would suit a particular patient’s 
needs, it is possible that the patient will have had to suffer through 
a lengthy period of trial and error during which their pain will not be alle-
viated and their quality of life will not improve. And even if the physician 
found a suitable treatment, the patient might spend the rest of their life 
experiencing nausea, incontinence, frequent losses of consciousness or other 
                                                 
8  This objection is more pertinent to debates disputing the rationality of euthana-
sia rather than its morality; however, I decided to include it, as it is normally pre-
sented as a moral reproach. 
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distressing symptoms. If a patient decides that they do not want to receive 
palliative care at such a cost and refuses to spend their remaining days with 
such poor quality of life, they might want to die with medical assistance. 
This is supported by studies of patients who have been presented with 
a choice between high standard palliative care and a physician-hastened 
death and who preferred or would prefer the latter (Wilson et al. 2007; Quill 
et al. 2008). 
 This objection differs from the others in one further aspect. Rather than 
attacking the permissibility of euthanasia, it challenges its legalisation. I do 
not mean to claim that if something is morally permissible then it must also 
be legal. However, I do think that if an act is morally permitted then the 
most fundamental objection against its legalisation loses its ground. Those 
opposing the legalisation of euthanasia carry the burden of proof in showing 
that as a society, we should legally prohibit something that is morally per-
mitted. I believe that Jirsa’s remaining objections could be solved if eutha-
nasia was properly regulated, as no supporter of sound mind would want to 
legalise euthanasia without taking proper regulatory measures.  
 Legalisation and morality are two different things and I fully agree with 
Jirsa (2011, 586) that we should not lose sight of what sets them apart. 
I think that in some countries, legalising euthanasia might cause more harm 
than good. Similarly to Jirsa and several other participants of the euthana-
sia discussion in Slovakia, I worry that legalising euthanasia under the cir-
cumstances that currently prevail in the country would be rather harmful, 
although I do not know it with certainty. I do not know if legalising eutha-
nasia would ultimately have a negative impact on our society, as scientific 
evidence is needed to get a well-founded answer to this question.9 To the 
best of my knowledge, there is no evidence for any of these sides, which is 
why I refuse to take a stand in this discussion. But even if we accepted that 

                                                 
9  If I may venture a speculation, the experience so far suggests that physician-
assisted death and euthanasia are generally being implemented by developed coun-
tries with high healthcare standards (Physician-assisted death: Switzerland, Oregon, 
Washington, Montana, Vermont, Canada, and soon Australia; Euthanasia: The 
Netherlands, Belgium, Luxembourg, and Colombia). This might signify that imple-
menting such end-of-life practices in countries with less developed health care sys-
tems could lead to adverse consequences. 
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in the current state of affairs euthanasia would be harmful, conditions might 
improve in the future, which might present the right circumstances for le-
galising euthanasia. Besides, if we believe that euthanasia is morally per-
mitted and should be legally accessible, we should take active means to 
bring about such a future. 

* * * 

 Summa summarum, I think that from a moral point of view, the re-
quested euthanasia of adults is permissible, because I accept the argument 
from analogy, and because I am not aware of any good objection against its 
permissibility. Where the legal aspect is concerned, I differentiate between 
immediate legalisation and legalisation when the time is right. Since I do 
not know if the current conditions in Slovakia or in other states are appro-
priate for legalisation, I take the position that euthanasia should be legalised 
once the conditions are ripe for it. In a nutshell, euthanasia should be le-
gal—if not at this moment, then sometime in the future. But even if eutha-
nasia should be legal sometime in the future, we should take proactive steps 
to create suitable conditions for its implementation. 
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Abstract: This paper focuses on the discipline of history, its methods, 
subject, and output. A brief overview of contemporary analytic phi-
losophy of history is provided, followed by critical discussion of his-
torical realism. It is argued that the insistence on the idea that his-
torians inquire into the real past and that they refer to the actual 
past entities, events, or agents is widely open to sceptical objections. 
The concept of an abstract historical chronicle of past events which 
are explained or retold by historians is identified as misleading. The 
idea of historical antirealism is then introduced. It is argued that in 
the centre of historian’s attention are present phenomena that are 
identified as historical evidence and require historical explanation. 
Historical explanation consists of constituting an historical past—
a fictional model that accounts for present data. The identification 
process of historical evidence and the discursive nature of historical 
enterprise are analysed and accompanied by several concrete exam-
ples. According to historical antirealism, historians are not interested 
in the real past, but in the present empirical data. In their pursuit of 
historical knowledge, they produce fictional models—an historical 
past. Lastly, several common caveats against historical antirealism 
are addressed. The historical antirealism is presented as a viable fic-
tionalist account of the historical inquiry that is capable of avoiding 
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sceptical attacks on historical method and it is argued that antireal-
ism allows history to retain its worth as a distinctive kind of scientific 
discipline. 

Keywords: Analytic philosophy of history; antirealism; evidence; ex-
planation; Goldstein; history; model. 

1. Outset 

 This paper aims to reassess the philosophical conceptions of historical 
inquiry, to identify some problematic ideas that are more or less present in 
contemporary philosophy of history (historical realism), to explore contro-
versial alternative (historical antirealism), its relations to fictionalism, and 
to highlight its possible merits. The paper proceeds by the introduction of 
the analytical philosophy of history followed by the assessment of historical 
realism and historical narrativism, which introduces fictional elements to 
the discourse. Then it moves to the preferred alternative—the historical 
antirealism and the final part answers the most common caveats against 
the historical antirealism.  
 A fictionalist approach to the wide range of entities involved in the 
process of scientific explanation is a notoriously attractive standpoint. Cer-
tain entities (e.g. highly idealised models of atoms, clusters of space bodies, 
social institutions, or historical periods) may be regarded as fictional by 
philosophers. Nonetheless, as long as these models1 allow scientists to 
achieve an understanding of our world and present phenomena, to test their 
assumptions or predictions by the means of controlled experiments, to ex-
plain various observations which are accommodated by the model, or to 
produce results affecting our daily practices, we generally consider these 
fictions to be useful and therefore vindicated. Fictional and idealised models 
are often in the very centre of scientific discussions and they are continu-
ously changed or adjusted to better account for the phenomena in question. 
This fluid nature of scientific models compels some philosophers to treat 

                                                 
1  Models in this paper are understood as ‘a work of fiction’ in the same sense as 
presented by Nancy Cartwright, see (Cartwright 1983, 153). For further discussions, 
see (Hartmann et al. eds. 2008).  
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them as fictional entities, relieved of the ontological burden, which play 
important roles in many scientific disciplines. 
 Fictional entities help scientists to apprehend and simplify complex sys-
tems, to make predictions, to mediate the fruits of their research process to 
the public, or they can be employed and utilised by other scientific disci-
plines. The very act of constituting a fictional entity is scarcely the final 
step for researchers to do, since creating a fiction is certainly not regarded 
as the goal of any scientific endeavour. However, some disciplines can 
become easily contested in this respect. A fictionalism and its associated 
issues are often brought up in relation to various disciplines that are focused 
on the past entities and events. This entails not only the history2 and 
historiography but also some natural sciences and subfields, like cosmogony, 
geology, evolutionary biology, etc.3 The former group is studied by philos-
ophers of history and philosophers of historiography,4 while the latter is the 
subject of the philosophy of science. The parallels between natural sciences 
and human history are continuously discussed by scientists and 
philosophers.5 At the same time, philosophers of historiography appreciate 

                                                 
2  By history in this paper I mean the discipline of history and historical inquiry, 
not the course of past events itself. Cf. (Tucker ed. 2009, 1–6). In this context, it is 
therefore meaningless to ask questions about the meaning of history, the destination 
of history, or about its predictive capabilities. The real course of past events will be 
referred to simply as the past.  
3  This idea is clearly expressed by David L. Hull for whom the cosmogony, geology, 
palaeontology, and human history ‘are the four most important historical disciplines’ 
(Hull 1975, 264). 
4  By philosophy of history or philosophy of historiography, I mean especially con-
temporary Anglo-Saxon philosophical tradition which aims at explaining the practice 
of history. This discipline is variously called analytic philosophy of history, episte-
mological philosophy of history, critical philosophy of history, or philosophy of his-
toriography. It is, therefore, very different from substantial or speculative philosophy 
of history, which entails authors like Francis Fukuyama, Arnold J. Toynbee, or Karl 
Marx. This paper does not focus on the speculative philosophy of history. 
5  The philosopher of biology David Hull and his 1975 article is a great example. 
He also joined discussions about the aims and methods of the history of science in 
(Hull 1979). Prominent evolutionary biologist Richard Lewontin also pointed out 
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the insight into scientific practices brought by prominent philosophers of 
science like N. Cartwright or W.V.O. Quine and they try to apply their 
conclusions to the history and historiography.6  
 The historical enterprise, its goals, methods, rules, merits, and limits—
all those lie in the centre of many philosophical disagreements. At first 
glance, it may seem trivial to claim that the history focuses on the past and 
the historians are supposed to discover and explain the past facts to their 
audience. Historians are interested in the actions of historical agents and 
they should mediate their reasoning to readers. They are supposedly meant 
to find the reasons for wars, revolutions, migrations, unexpected victories 
in elections, or economic crises. This entails the field of historical explana-
tion—the longstanding debate, which can trace its origins to the C.G. 
Hempel’s influential paper “The Function of General Laws in History” 
(Hempel 1942). Nonetheless, it has been contested that works of historians 
do not represent the most illustrious cases of covering law application.7 Still, 
the interest in the components of historical explanation lasts to these days, 
it often intersects the narrativist philosophy of history,8 and it is also echoed 

                                                 
striking similarities between human history and evolutionary biology in (Lewontin 
1991). See also (Wilkins 2009). 
6  Aviezer Tucker, an influential philosopher of historiography, draws a lot of in-
spiration from the philosophy of biology and he even joined their discussions; see 
paper (Tucker 2011). He also approaches the study of historiography with the con-
cept of Quine’s naturalized epistemology in mind; see (Tucker 2001, 49) or (Tucker 
2004, 9). M.G. Murphey mentions N. Cartwright as the important influence on his 
work and the reason for his abandonment of Hempelian paradigm; see (Murphey 
2009, x). The analytic philosopher Paul A. Roth also focuses both on natural sci-
ences, Quine’s intellectual legacy, and the narrativist philosophy of history at the 
same time. 
7  (Hempel 1942) was written by Hempel shortly after his emigration to the USA. 
This paper has drawn the attention of many Anglo-Saxon philosophers to the disci-
pline of history and it is discussed to this day. See (Mandelbaum 1961; Wright 1971; 
Murphey 1986), etc. Contemporary historical accounts of the analytic philosophy of 
history usually start with this paper and critical reaction to it, see (Ankersmit 1986; 
O’Sullivan 2006; Kuukkanen 2015).  
8  By narrativist philosophy, I refer to the philosophical tradition represented by 
W.B. Gallie, A.C. Danto, H. White, F. Ankersmit, etc.  
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in the discussions concerning historical explanation and the role of general 
laws in natural sciences.9 
 The narrativist philosophers of history often herald their own linguistic 
turn in the philosophy of history and they openly focus on the language 
historians use.10 The act of historical writing and the linguistic structure 
historians impose on the past stand in the centre of their attention. Narra-
tivists stress the choices historians make when presenting their accounts of 
historical events. Historical enterprise is basically a kind of literature and 
storytelling while a spatiotemporal and cultural background of the histo-
rian—storyteller vastly influences the final outcome. Narrativism thus al-
lows for a diversity of accounts we find in the field of history and historiog-
raphy and which we cannot easily disregard.  
 Nonetheless, even narrativist philosophers of history do require some 
connection to the past historians are writing about. In order to provide 
a narrative explanation, historians and scientists11 must possess some 
knowledge of the past events and facts that are chronologically ordered into 
sets, possibly in the form of singular factual statements. These basic sets 
are a necessary prerequisite for any narrative explanation and they are gen-
erally called “a chronicle” by narrativist philosophers.12 Term “chronicle,” 
meaning singular non-causal factual statements as a prerequisite for writing 
explanatory history or narrative, is also to be found in the works of Morton 
White (see White M. 2005, 40). 

                                                 
9  E.g. Alexander Rosenberg stresses the fact that historical explanation is a specific 
case of explanation in (Rosenberg 2007, 129–31); see also (Rosenberg 2000). Rosen-
berg is known for being strongly critical of “philosophers of history” and “history 
buffs,” however, his criticism usually pertains to the speculative philosophy of his-
tory and he does not refrain from borrowing concepts and distinctions from critical 
philosophy of history which is “a division of philosophy whose relevance to biology 
may now be apparent” (Rosenberg 2000, 151). 
10  An exemplary historical narrative of the narrativism and its development is pro-
vided by (Ankersmit 1986).  
11  Paul Roth argues that even evolutionary biology employs narrative explanations 
since every retrospective explanation (e.g. how an adaptive mutation came to be) is 
an essentially narrative explanation which must necessarily proceed by the chrono-
logical sequencing of preceding events, i.e. creating a narrative. See (Roth 2017). 
12  See (White H. 1973). For critical discussion, see (Murphey 2009, 103–34). 
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 The narrativist philosophers of history use the distinction between 
a chronicle and a story or history to highlight the main focus of their ap-
proach to historical enterprise. The mere chronological ordering of events 
does not constitute a proper historical account, it does not explain anything, 
and does not tell a story: 

The story transforms the events from the meaninglessness of their 
serial arrangement in a chronicle into a hypotactically arranged 
structure of occurrences about which meaningful questions (what, 
where, when, how, and why) can be asked. (White H. 1975, 59) 

Even Hayden White compares this task of historians to the creation of model: 

But this fashioning is a distortion of the whole factual field of 
which the discourse purports to be a representation—as is the 
case in all model-building. (White H. 1975, 60) 

This layer of model-building (the transformation of a chronicle into proper 
history) lies in the centre of narrativist’s attention and it does pose a truly 
fascinating theoretical issue on its own.  
 However, the very idea of a chronicle of past events, providing building 
blocks for historical narratives, should be particularly troubling for histori-
ans and scientists. Neither evolutionary biologists nor historians will ever 
have the full “chronicle” of past entities at their disposal. This chronicle 
itself could be considered as an idealisation or fiction and as such, it also 
begs an important question: How do we obtain the knowledge of the past 
events and entities? Is it a knowledge of the real past? Is a chronicle factual 
or already fictional? Consequently, the very same question pertains also to 
the discussion about historical explanation. It will be shown that this is not 
merely a question regarding the context of discovery of sole historical fact. 
On the contrary: it is a question about the more fundamental level of model-
building that precedes the formation of a chronicle. 

2. Historical realism and invitation for scepticism 

 Both narrativist philosophy of history and analytic philosophy of history 
still show some residual signs of naïve historical realism when accounting 
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for the discipline of history. This can be quite surprising in the case of 
narrativist philosophy, which does offer a more relativistic portrait of his-
torians exercising their liberties when writing historical narratives. In the 
words of Frank Ankersmit: “the historical narrative is a complex linguistic 
structure specially built for the purpose of showing part of the past” (An-
kersmit 1986, 19). At the same time, Ankersmit rejects naïve historical re-
alism as inherently flawed as well as the majority of contemporary philoso-
phers and theoreticians of history.13 
 Historical realism does invoke conception akin to the correspondence 
theory of truth. Historians are considered to be inquiring into the real past 
and the touchstone for their theories are real past events as they actually 
happened. This may even appear as an unproblematic statement: historians 
inform us about events, people, cities, buildings, pieces of art, organisms, 
and generally about the entities we encounter in everyday life and we con-
sider them to be real. None of these objects is abstract in any way and we 
do not require historians to describe Caesar as a real human with two legs 
and two arms so we can imagine him properly. The majority of historical 
events is observable in principle (see Murphey 2009, 10–14) and therefore 
we can imagine them as represented by historians and historical texts. Ac-
cording to the historical realists, historical explanation, in any of its form, 
is bound to explain the processes in the past.  
 On the other hand, nobody would ever claim that historians do have 
any mysterious access to the past.14 Historians do not time-travel and they 
                                                 
13  There are various philosophical approaches to a history that try to avoid naïve 
historical realism: Some philosophers of history do not consider the discussions about 
historical realism/antirealism relevant, see (Tucker 2001, 52), while others subscribe 
to moderate versions, like “constructivist realism,” see (Murphey 2009, 13). Maurice 
Mandelbaum could be portrayed as defending position akin to historical realism in 
the case of “general history”, but not in the case of “special histories” (Mandelbaum 
1977). Although historical realism is scarcely defended, there are some exceptions—
e.g. Sir Geoffrey Elton, an historian whose texts on the historical method are con-
sidered to favour historical realism. 
14  There is, of course, a rather problematic case of R.G. Collingwood and his notion 
of “re-enactment,” which is commonly interpreted as a metaphysical link to the 
thought of historical agents, through which historians can re-think or re-live the 
past, see e.g. (Tucker 2004, 200–207). However, there are also interpreters who  
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do not observe the events they are writing about. At the same time, they 
do not (generally speaking) conduct experiments. There are, of course, ex-
ceptions to both of these statements: historians can write about the events 
they themselves experienced (observed),15 they can work (in the case of 
recent history) with movie footage, or they can interview living witnesses.16 
They can even employ the methods of experimental archaeology which 
make use of laboratory equipment and modern methods to test and replicate 
various artefacts our ancestors were apparently using during their lifetime. 
Various types of chemical and spectrographic analyses of historical relicts 
are also widely used to recover significant data. All of these methods are 
genuinely historical, they are successfully and critically employed, and nei-
ther of these invites any fatal criticism which could uncover it as profoundly 
unscientific. However, none of these methods does interact directly with the 
real past in any way.  
 At the same time, many entities that are postulated by historians and 
that are said to affect past events are admittedly abstract constructs which 
defy precise definition. Ancient Greek philosophy is a common term in many 
texts inquiring into the history of philosophy. Nonetheless, it does not aspire 
to describe all Ancient Greeks who have ever philosophised. Neither does it 
seek to explain all present artefacts (especially texts) which are identified 
as instances of this philosophy. Historians of philosophy are rather trying 
to refine the contemporary notion itself upon the basis of a limited number 
of selected texts and the very process of selection of canonical texts is an 
argumentative strategy in itself (see Guéroult 1969). Unanimous consensus 
on the canonical texts and their interpretations does not exist but we can 
still talk about the Ancient Greek philosophy as influencing future texts, 

                                                 
understand Collingwood more in lines with constructivism and even antirealism; see 
(Nielsen 1981), (Dussen 2012), or (Goldstein 1996). 
15  However, simply “remembering something” is definitely not the same as “having 
an historical account of something.” Historical inquiry entails critical approach to 
evidence and memories of witnesses or historians can be used as such evidence. 
16  The oral history has come a long way since the time of Herodotus. Interviewing 
witnesses and contemporaries is now a highly systematic process which takes a heed 
of other disciplines, including psychology, in order to filter out possible personal 
biases, etc.  
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authors, or ideas. Many terms commonly used to denote specific periods 
like the Renaissance, the Cold War, the Thaw, or the Thirty Years’ War 
have been analysed by the philosophers of history. These colligatory terms 
help us to make the past more comprehensible, even though their clear 
delimitation is not firmly given.17 
 Some philosophers have tried to answer the caveats against historical 
realism by compromise. Maurice Mandelbaum established a distinction be-
tween general history and special histories (Mandelbaum 1977, 162–65). He 
holds that general history is interested in the continual existence of a society 
(e.g. France), while special histories (e.g. French literature of certain period) 
are interested in the collection of separate works, whose identification is 
theory-laden. These considerations lead him to a conclusion that special 
histories cannot claim objectivity in any way. However, the claim that his-
torians recognise societies as entities having continuous existence has been 
contested by other philosophers of history.18 Michael Oakeshott directly 
states that it is easy for philosophers to challenge even the seemingly un-
ambiguous notions like England since the subject of history is not a datum 
but it is established in the course of historical inquiry and the identification 
of its subject is entirely in the hands of the historian (Oakeshott 2004, 404–
406). Contemporary historical accounts of any European country are nar-
ratives of many different societies that were radically changing as well as 
their own understanding of historical identity and continuity. Some ancient 
societies are even notoriously difficult to identify as continuous entities since 
they have left only a neglectable amount of traces and their exact identity 
is a mystery (e.g. many Mesoamerican cultures). Interestingly, Mandelbaum 
does not mention historical agents as entities having continuous existence 
in time, and persons are usually studied in relation to their society (Man-
delbaum 1977, 207–208). 
 The discussions concerning the historical realism are also reflected in the 
contemporary debates about historical representationalism and historical 
non-representationalism which have inherited many recurring issues. 
Comprehensive account showing the development of this debates was 
                                                 
17  The concept of colligatory terms is a persistent topic in analytic philosophy of 
history. For the most recent overview see (Kuukkanen 2015, 97–115). 
18  See direct attack on Mandelbaum’s distinction by (Goldstein 1986, 84–87).  
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provided by Eugen Zeleňák (see Zeleňák 2018). His overview of more radical 
historical representationalism follows:  

According to this view, historical works should correspond to the 
past, if not perfectly, then at least as faithfully as possible. There 
should be no subjective preconceptions, no prejudicial intrusions, 
and no unnecessary external factors entering the process of learn-
ing about the past. Historical works should give us (relatively) 
direct access to the past. (Zeleňák 2018, 118) 

Although the idea of an historian as a scientist who is uncovering, reporting, 
and explaining the past may seem unproblematic at first glance, we can see 
that many philosophers have denounced this option. The criticism of the idea 
of historical realism may seem like a direct consequence of sceptical reason-
ing—the past is gone; therefore, we cannot know it. It does apparently stem 
from the fact that our knowledge of the past is limited by the available evi-
dence which suffers from information decay over time. Consequently, since 
we cannot access the past directly and since we do not generally possess all 
necessary evidence, we cannot fully know what really happened in the real 
past. Thus, according to historical realism, significant portions of history as 
a discipline and science would be seriously restricted or even rendered impos-
sible. However, we can clearly see that this is not the case. Historians and 
other scientists are successful in creating theories and narratives which have 
significant explanatory value, despite the fact they are not explaining the past 
events and entities themselves. It is actually the historical realism itself that 
invites scepticism about the historical methodology and their findings. Setting 
the real past as a touchstone for historical inquiry is to expose many (if not 
all) historical theories and narratives to justifiable criticism for being too 
speculative. In some cases, we may have overwhelming evidence at our dis-
posal and we may be convinced that some statements about the real past are 
beyond doubt, however, this does not hold for a vast amount of historical 
narratives and does not account for diverse historical narratives or theories 
of “the same” subject. Even the partial realism (e.g. Mandelbaum’s distinc-
tion between objective general history and relative special histories) seems to 
share these issues. Should we abandon the historical realism, what alterna-
tives do we have? Can we imagine history without the past? We will now 
explore the possible merits of historical antirealism. 
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3. Historical antirealism and banishment of the past 

 To say that the discipline of history is not interested in the past may 
seem counter-intuitive and even fatal to historians and philosophers.  
To fully appreciate historical antirealism, several issues must be clarified 
first:  

(1) Historical antirealism is not a negative claim about the ontological 
status of the real past. It only states that the real past is not a subject 
of historical inquiry and the ontological status of entities is not a press-
ing subject for historians to discuss. It is both possible to hold some 
kind of realism about the past and entities in the past and to be an 
historical antirealist, claiming that this real past is not the subject of 
the discipline of history. It is relieved of burdensome realistic load.  

(2) Historical antirealism is not saying that anything goes in the field of 
history. Historians are bound to provide explanations and these expla-
nations must adhere to similar epistemic virtues (e.g. coherence, sim-
plicity, scope, accuracy, etc.) as explanations in other areas of human 
knowledge. Historians are also limited by available data and accepted 
evidence. There is, of course, space for competing theories and disa-
greements among historians, however, this does not mean that histor-
ical inquiry is not a highly specialised form of knowledge that expands 
its achievements. 

(3) Historical antirealism is not limited to only some aspects of historical 
disciplines. It aims to encompass historical explanations, historical nar-
ratives, historical writing, historical research and its methods, histori-
cal representation, and various historical disciplines, including ancil-
lary disciplines, and fields. It includes the history of ancient pottery as 
well as poetry, it includes national political histories and the history 
of modern philosophy. In other words, it does not accept Mandel-
baum’s distinction between general history and special histories and it 
strives to be inclusive, not exclusive. 

 Historical antirealism does not focus solely on the final products of his-
torians that are intended for a wider audience. This was, according to L.J. 
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Goldstein, the common mistake made by both the covering law theoreti-
cians and the narrativist philosophers of history alike. The history is not 
exclusively about writing and explaining. Before we can explain the French 
Revolution or write about the Peloponnesian War we must first establish 
them as historical entities. This is done by identifying relevant data, classi-
fication of evidence, source criticism, or by employing many other methods, 
available to the historian.  
 Goldstein criticised the narrativist philosophers of history and the ana-
lytic philosophers of history for not going beyond the texts and textbooks 
historians produce. It is true that historical texts are the most visible to 
non-historian consumers, however, they do not reveal what is unique about 
the historical enterprise as the way of knowing. He coined the distinction 
between the superstructure of history (the finished product, usually in nar-
rative form, intended for layman consumers) and the infrastructure of his-
tory (methods and reasoning employed by historians in the course of their 
inquiry). Goldstein argued that philosophers have focused almost exclu-
sively on the superstructure of history and ignored the infrastructure of 
history (Goldstein 1976, 139–82). The discipline of history is not about ex-
plaining the pre-given sets of facts about the past, it is not about framing 
the individual parts of chronicle into a single narrative. On the contrary, 
historians constitute the historical past (i.e. not the real past) before they 
can explain it or interpret it. This constitution of an historical past is an 
intellectual activity that is largely dependent on the evidence contemporary 
historians can identify and utilize, on the accepted procedures of historical 
inquiry, and on the current status of historical knowledge or discourse. The 
real past is virtually thrown out of the equation by historical antirealism 
and the roles of contemporary methods of scientific historiography and com-
munity of historians are stressed. Discussing Collingwood’s Roman Britain 
and his conclusion from the solitary gravestone to the presence of the Irish 
colony (colony that “he called to the existence”), Goldstein states:  

It is all well and good to say that Collingwood’s statement is true 
only if there really was such a colony, but that is to say something 
that has no consequence for historical inquiry; it simply expresses 
the hope that historical past is identical with the real past. (Gold-
stein 1996, 334) 
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It is clear that the act of postulating the entire colony from a single grave-
stone as a piece of evidence is not simply an abstraction since it rather adds 
than abstracts. 
 Historical past resembles the antirealist conception of fictional models 
in science in a striking manner. It is created by the professionals to explain 
specified sets of present (encountered) phenomena. The Goldstein’s point 
can be made even more illustrative if we apply it to the non-textual histor-
ical models. It is true that the stereotypical output of historical inquiry is 
a book or an article. However, we can easily encounter small-scale spatial 
models of historical cities like Prague in the 14th century. Such model is 
supposed to represent the highly idealised state of the specific city in the 
specific historical past, although it is not an exact full-scale reconstruction, 
neither it aims to represent everything exactly as it was in the real past 
since such accuracy is not attainable or even desirable. Individual building 
blocks of the model are fictional, abstract, and highly idealised. Nonetheless, 
various parts of the given model are based upon the evidence of a different 
kind. Some buildings may be included in the model on the basis of available 
written records or, usually incomplete, archaeological findings. Other struc-
tures may have survived to this day, although their appearance in the model 
may have been adjusted according to other relevant evidence. Provided we 
are admiring such model in a museum, some pieces of empirical data iden-
tified as an evidence are usually located nearby and they are basically sub-
stituting the role of footnotes in historical texts. The models of historical 
cities in the past can explain to us why the contemporary centre of the city 
is suddenly cut in half by the old fortification. At the same time, we can 
seek an explanation of some relations between various entities that become 
apparent in the model, for example, the locations of certain specialised 
structures (i.e. a division of city’s quarters) or their relative distances. Such 
model does account for an available and identified evidence, however, does 
it really have to correspond to some particular state of the city in the real 
past? This suggestion, once again, expresses the hope that the historical 
past is identical with the real past, but it is of no consequence to historical 
research. Should we encounter new, previously unidentified, evidence, we 
are of course inclined to change the model of the city and the historical 
past. Nonetheless, we do so only to account for the evidence and its relation 
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to the model, we are not changing the real past, nor we are strengthening 
our correspondence to it. Historical facts change in time, while the real past 
does not. As Derek Turner states, discussing a similar example from the 
biology, in his book Making Prehistory: 

Understood in this way, the conclusion is true, but it poses no 
threat to constructivism. On this first interpretation, to say that 
one fact is in the past relative to another is to say that that the 
first fact was a fact at an earlier time, and that the second fact 
was a fact at a later time. (Turner 2007, 153) 

 The primary aim of the historian is not to explain the past, but to consti-
tute the model based on the present findings, and to explain the various parts 
of this model. Historians thus inquire into the present, not into the past. The 
historians do not usually doubt that Caesar was a real person since there is 
no overwhelming evidence implying that we should think otherwise. It is even 
better to say, that historians do not ponder over the existence of Caesar since 
that is not part of their work. Their task is to explain the substantial number 
of artefacts, texts, or relicts that are known to us. This explanation entails 
dealing with the fact that some evidence relevant to the given subject in the 
constituted model might be contradictory, however, this does not interfere 
with the possibility of producing a unified historical and critical account. 
Nonetheless, provided we want to produce comprehensive and detailed biog-
raphy of Caesar and we seek to overcome contradictory evidence, we must 
accept that our overarching image of Caesar is just a useful fiction that helps 
us to accommodate contemporary data. In other cases, fragmented evidence 
seemingly referring to the same person may be disregarded as too vague and 
contradictory, therefore hindering the historical inquiry. Such cases can be 
described by historians as more legendary than historical characters. When 
we refer to an historical agent, we, in fact, refer to an entity inside a model 
(a constituted historical past). This is not the result of an historical charac-
ter’s demise, but of fragmentary and often contradictory nature of historical 
evidence that is treated by historians who are often producing vastly diverg-
ing accounts of historical agents. Diverse historiographical texts and interpre-
tations are also portraying still living characters and it could be even said 
that their authors engage in debates with their contenders by putting forward 
pieces of evidence and arguing historically. Historical agents are evaluated 
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and described by the hypothetical references to their intentions and according 
to the impact they supposedly have on the historical past. Those are, how-
ever, later constructs.  
 The historians are fully aware of their dependence on the present evi-
dence and its theory-laden identification. The following passage from the 
contemporary book on Ancient Greek history and on the life of Spartan 
kings Agis and Cleomenes III nicely illustrates the point. I believe that the 
passage is worth quoting at full length: 

Written, documentary texts that might correct or supplement the 
opposed tendencies of the two principal literary sources are very 
thin on the ground. Numismatic and other material testimony 
tends in this case to illustrate and sometimes illuminate the lit-
erary picture rather than form the basis for an alternative ac-
count. This is partly because of the selective nature of the data 
we have. For example, the absence of archaeological corrobora-
tion of the literary picture of private affluence cannot be used to 
overthrow it, given the lack of finds from graves or private dwell-
ings in Sparta. In short, the evidentiary situation is such that too 
often we cannot say for certain what events actually occurred or 
in what order, and usually we can only attempt to guess why. 
The immense modern bibliography on Agis and Cleomenes may 
suitably reflect the objective and symbolic importance of their 
reigns but it is inversely proportional to our sure knowledge of 
them. (Cartledge et al. 2005, 35–36) 

The authors are aware of the fact that limited evidence underdetermines 
the results of their inquiry and that their conclusions are not infallible, 
however, there is still a substantial amount of empirical data present and 
it demands an explanation. Historical evidence can be explained only his-
torically by constituting appropriate historical past (appropriate model), 
otherwise, it will remain unexplained.  
 Since the historical antirealism considers history to be an inquiry into 
the present world and since the historical past is a fiction explaining present 
phenomena, we must necessarily ask what phenomena and objects are eli-
gible for historical explanation. During the second half of the twentieth 
century, historians started to inquire into a virtually unlimited number of 
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possible topics. Almost any aspect of human life may be subjected to the 
historical inquiry: the history of sexuality, history of sports, history of com-
puting, history of comics, etc. At the same time, an historical explanation 
may have a very mundane form: if we want to explain e.g. a hammer to 
a child, we may say that it is a blunt tool that is used for driving nails into 
the wood. However, when we are confronted with a type of tool that is not 
used today in everyday life, we seek a different kind of explanation. We 
need to refer to the historical past (not the real past) and to the fictional 
people that were using this tool in the course of some activates. This process 
of identifying something as an historical evidence was nicely captured by 
Goldstein in one of his early works:  

When we say that the starting point is the evidence, we mean only 
that the suspicion that there were events is suggested by the fact 
that there are present certain things which seem not to fit into the 
present context of culture and life: writings which most of us 
cannot read, coins which will buy nothing at the grocery, ruins of 
buildings and of entire cities, and so on. (Goldstein 1969, 176) 

 If we positively identify something as the relict of the inaccessible past 
and if we are able to fit this relict into some timeline (e.g. with the help 
of chemical analysis), we may then look for other instances of the same 
type of artefact, which would belong to other periods we use for classifi-
cation of evidence. Once again it is seen that history explains the present 
world, not the past itself. The world would go on even without the histo-
rians. Nonetheless, without a systematic field of knowledge dedicated to 
the relicts and traces of the past, we would ascribe the ruins of Roman 
spas to the dwarves or other mythical beings. Historians would generally 
agree that they cannot predict the future in the same manner that spec-
ulative philosophers of history claim to do, however, they may have the 
ability to predict where to find some previously unidentified evidence on 
the basis of another piece of evidence. Upon establishing some prior  
hypothesis, historians often know which archives they should visit in their 
search for further evidence.19 

                                                 
19  A detailed overview and analysis of such occurrences can be found in (Murphey 
2009, 40–46). 
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 The historical past consists of fictional, abstract, and idealised entities 
we may call historical facts. Historical facts are not created independent of 
each other and hermetically sealed inside a factual chronicle20 which needs 
explanation or retelling. On the contrary, when constituting an historical 
fact, historian already constitutes it in relation to other historical facts. The 
idea of past facts, suspended in some kind of ideal chronicle, waiting for the 
historian to explain them or to devise a narrative around them, is not only 
unattainable, but also misleading. Historical facts are definitely not atomic, 
historians do not simply build their stories from the sole pre-given blocks 
and do not explain isolated events by connecting them to others through 
the help of covering laws. When referring to historical facts, we actually 
refer to objects in models, not in reality.21 Only the past emerged in this 
process of the historical constitution can become the subject of further in-
tellectual endeavour: 

There are, of course, interesting things to be done with a past 
already emerged. One could explain it; or one could interpret 
it. And one could contemplate it in the belief that it must surely 
contain lessons for us that may be put to use as we seek  
to confront our present and effect our future. (Goldstein 1986, 
83) 

 Nonetheless, it is true that historian approaches his subject equipped 
with the preliminary knowledge of the current discourse among the histori-
ans. Historians are not constituting their models from scratch and without 
any relation to other models currently accepted in the community of histo-
rians. Historians may seek to re-examine the phenomena accepted as evi-
dence, they may strive to expand the accepted historical theories, or they 
may try to offer vastly different model meant to explain similar sets of 
phenomena. This discursive aspect of history as a discipline was only hinted 
at in the works of Goldstein, however, contemporary philosophers of history 
(not necessarily antirealists) are becoming progressively more aware of this 

                                                 
20  The idea of chronicle could be considered as inert since it is described as a “mere” 
collection of meaningless and weltering facts. See (White H. 1975). 
21  See a similar statement about the models in physics in (Cartwright 1984, 129). 
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aspect pertaining to the historical inquiry.22 As historians begin to sprout 
an interest in new topics like the history of women in politics, history of 
toys, or history of sports, new and previously unidentified (though availa-
ble) pieces of evidence become evident. Once again, we may say that his-
torical inquiry is essentially a contemporary inquiry (done by contemporary 
agents with the help of contemporary tools) into the present (inquiring into 
the present data labelled as evidence) while producing models explaining 
the present phenomena through the constitution of historical past. Contem-
porary agents who conduct this inquiry are present-day historians and they 
are working within the boundaries of their discipline. There are, of course, 
disagreements concerning certain peripheral subjects which cannot be easily 
resolved by calling out the evidence. This is because the evidence only un-
derdetermines the theory or narrative in some cases. However, as Aviezer 
Tucker points out, there is a significant consensus among the historians 
about central issues. Tucker devoted a lot of thought to the task of defining 
the consensus as an epistemically significant factor: “Consensus in a uniquely 
heterogeneous, large, and uncoerced group of historians is a likely indicator 
of knowledge” (Tucker 2004, 39). 
 Historical antirealists could easily accept this statement, although they 
would swiftly deny that the knowledge indicated in such a way is knowledge 
of the past. It does rather imply that such knowledge encompasses the pre-
sent artefacts and relicts and it does offer the best possible explanation of 
them in the form of a fictional historical past.  
 Disagreements between historians are about the proper treatment and 
assessment of the evidence. The competing models of historical pasts often 
explain the similar sets of present phenomena, however, the appropriate 
assessment of relevant evidence and its exact role in the course of the his-
torical constitution is not a trivial task. A good example of the fluid nature 
of historical evidence could be the case of literary forgeries that have  
appeared in Europe during the 19th century that were intended to promote 
the patriotism and nationalism, like The Dvůr Králové and Zelená Hora 
manuscripts, found in 1817 and 1819 respectively. These forgeries have  
                                                 
22  Recently, a Finnish philosopher of history Jouni-Matti Kuukkanen has drawn at-
tention to the discursive and argumentative side of historical endeavour. His current 
research focuses on the microhistorical epistemology; see (Kuukkanen 2017, 118). 
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depicted the heroic past of the Czech nation and provided a narrative that 
showed currently subdued nation as proud, civilised, and free people sharing 
a long and glorious history. At first, these carefully forged manuscripts had 
been taken as authentic relicts of the past and they did fuel Czech National 
Revival. However, by the 1880s, the authenticity of both documents was 
mostly rejected. This was achieved by analysing the grammatical and met-
rical structure of the text as well as by the extensive historical research and 
comparative studies. The forgeries thus ceased to be an evidence about the 
glorious past of the Czech nation and they become the evidence in the nar-
rative about Czech National Revival illustrating the desperate strive of 
Czech intellectuals to codify the national identity. Forged manuscripts are 
still an historical evidence and historians can still utilize them to create 
a model of Czech National Revival, a model that explains a vast number of 
diverse texts (novels, poetry, textbooks, historiography, dictionaries, etc.) and 
artefacts from the 19th century but, on the other hand, it would be entirely 
inappropriate to include these texts when constituting the historical past of 
the 9th century Bohemia when taken at face value. There are, of course, other 
unresolved issues available to the historians of Czech National Revival, they 
can try to explain the motives behind the forgeries, they can ponder about 
the ethical issues involved, however, no historian of early medieval Bohemia 
finds this piece of evidence relevant to the contemporary research. 
 We can summarise historical antirealism as a thesis that the discipline 
of history is interested in explaining the present phenomena (texts, 
artefacts) that require the postulation of historical past to be fully 
explained. This historical past is a model or set of models created by histo-
rians based on the empirical data identified as an evidence. Historians pro-
ceed by discovering and identifying new pieces of evidence as well as by 
adjusting the models to account for previously unaccounted data which 
could be explained historically.  

4. Caveats against historical antirealism 

 It is important to address several common caveats raised against 
historical antirealism. I will try to answer some of them that may have been 
the most obvious in the course of this study. 
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 The crucial issue of historical antirealism is that its rejection of the real 
past as the touchstone for historical inquiry may seem unwarranted, radical, 
and unnecessary. We often feel that we know what happened in the past. 
We generally do not doubt that the Thirty Years’ War started in 1618, we 
never question that Abraham Lincoln was a real man, and we would not 
deny the usefulness of concepts like the Middle Ages or the Renaissance. 
However, this very fact that historical antirealism seems so counter-intuitive 
to us is a result of our unreflected reliance upon the outcomes of historical 
inquiry. We are accustomed to the history textbooks and canonical historical 
narratives, but we cannot claim to know the real past. It could be even 
exaggerated that we are so immersed in historical narratives, that we do 
not see the real inquiry behind the history. Historians do not directly report 
the real past to us, they report the results of their interaction with evidence 
and of their critical thinking about the past they have constituted. Histor-
ical antirealism is not motivated by scepticism about the discipline of his-
tory. On the contrary, it is motivated by the wish to ward off this scepticism 
and to show history as a scientific discipline in its own right.  
 Proponents of historical antirealism are sometimes accused of cherry-
picking the examples from the distant past that better suit their theory (see 
e.g. Nowell-Smith 1977, 4). I can easily see this caveat raised against this 
paper as well. However, the choice of such examples is motivated by the 
wish to provide comprehensive and illustrative examples of inquiries where 
the lack of evidence highlights the very importance of evidence-identifica-
tion and its treatment. Even when assessing the memories of living wit-
nesses during the interviews or even when utilising video or audio record-
ings, historians must remain critical and aware of historical methods. It 
would be a mistake to submit to the illusion that now they know all the 
relevant facts about the real past event in question. The surplus of contra-
dictory evidence may even complicate matters. At the same time, the 
cherry-picking should not be a pressing concern, provided all the selected 
examples are true instances of historical inquiry and historical method. If 
analytic philosophers of history wish to explain the historical practice, they 
should consider all instances of historical inquiry equally, especially in the 
case that given field of history is accepted by the contemporary community 
of historians.  
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 Philosophers of science could raise an objection that we are talking about 
the context of discovery,23 and ignoring the more philosophically interesting 
context of justification. However, the context of discovery would imply that 
something is discovered in the process of historical inquiry and that is not 
the case according to the historical antirealism. The past is not discovered, 
the historical past is constituted in order to explain the data discovered 
before or in the course of an historical inquiry. It would be more appropriate 
to talk about the context of a constitution. The context of discovery more 
likely refers to the discovery of artefacts or texts themselves. 
 The last pressing matter, I would like to address is that by giving up 
the real past, we are potentially rejecting the value of history as a discipline. 
If the historical past is fiction, how can we derive any lessons from it? Why 
should we conduct the historical inquiry? 
 Apart from the fact that we often derive lessons from fictions and fa-
bles24 and that many philosophers warned us not to look for some hidden 
wisdom in history, I would like to claim, that history is even more valuable 
for historical antirealism since it does explain our world here and now. It is 
true, that we cannot generally use this fictional knowledge to predict the 
future or to utilise the findings practically, but we still gain some non-trivial 
knowledge about the world unattainable in any other way. History can be 
thus valued as the discipline whose subject is not dead in the past, but it is 
still present in our time. It does not necessarily follow, that without the 
history we would be committed to making the same mistakes as our ances-
tors, but without it, we would have certainly lived in the world where many 
artefacts and texts would be unaccounted for and our knowledge of the 
world would be seriously lacking. Even if the historical past that historians 
present to us is a fictional past, it is still modelled upon the relevant em-
pirical evidence and this process is guided by the highly systematic proce-
dures of the historical discipline. Moreover, the outlined version of historical 
antirealism is much akin to the philosophical pragmatism since it is con-
cerned with the actual historical practice, the methods of inquiry, and the 

                                                 
23  A similar claim is raised in relation to Paul Roth’s non-representationalism by 
Zeleňák (2018, 125). 
24  See Cartwright’s distinction between the fables and their morals in comparison 
to models (Cartwright 1999, 36–40). 
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gathering of evidence. Pragmatist considerations are currently being 
explored by contemporary philosophers of history as they are inquiring into 
the discourse of professional historians.25 
 Although the discipline of history is naturally understood as an inquiry 
into the past, it proves to be difficult to maintain the direct link between 
the contemporary historians and the real event they are supposed to exam-
ine, explain, or simply describe. Rather, historians are producing fictional 
models that are meant to explain present empirical data that would be 
otherwise inexplicable without the constitution of fictional entities. These 
entities involve not only abstractions, generalisations, or classifications of 
historical periods but also the historical agents and events themselves. His-
torical realism does suffer from the dangers of sceptical objections and crit-
icism. Historical antirealism, though counter-intuitive at first sight, allows 
historians to retain their competences, to employ various methods, includ-
ing experimental archaeology or oral history, to produce a broad range of 
representations, and to successfully pursue various topics through diverse 
historical subdisciplines. History is shown as an essential field of scientific 
knowledge that proves its value as an important type of inquiry into our 
contemporary world. Even though we may consider historical interpreta-
tions, theories, or narratives fictional, they are still useful fictions and with-
out them, we would be robbed of large parts of knowledge we possess about 
the world.  
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